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Abstract: Coverage of interest points and network connectivity are two main challenging and practically important issues of 

Wireless Sensor Networks (WSNs). Although many studies have exploited the mobility of sensors to improve the quality of 

coverage and connectivity, little attention has been paid to the minimization of sensors’ movement, which often consumes the 

majority of the limited energy of sensors and thus shortens the network lifetime significantly. To fill in this gap, this paper 

addresses the challenges of the Mobile Sensor Deployment (MSD) problem and investigates how to deploy mobile sensors with 

minimum movement to form a WSN that provides both target coverage and network connectivity. To this end, the MSD problem 

is decomposed into two sub-problems: the Target COVerage (TCOV) problem and the Network CONnectivity (NCON) problem. 

We then solve TCOV and NCON one by one and combine their solutions to address the MSD problem. The NP-hardness of 

TCOV is proved. For a special case of TCOV where targets disperse from each other farther than double of the coverage radius, 

an exact algorithm based on the Hungarian method is proposed to find the optimal solution. For general cases of TCOV, two 

heuristic algorithms, i.e., the Basic algorithm based on clique partition and the TV-Greedy algorithm based on Voronoi partition 

of the deployment region, are proposed to reduce the total movement distance of sensors. For NCON, an efficient solution based 

on the Steiner minimum tree with constrained edge length is proposed. The combination of the solutions to TCOV and NCON, as 

demonstrated by extensive simulation experiments, offers a promising solution to the original MSD problem that balances the 

load of different sensors and prolongs the network lifetime consequently. 

Keywords: Wireless Sensor Networks, Target Coverage, Connectivity, Mobile Sensors, Energy Consumption. 

I. INTRODUCTION 

Wireless Sensor Networks (WSNs) are currently used in a 

wide range of applications including environmental 

monitoring [1] and object tracking [2]. Target coverage and 

connectivity are two main challenging and practically 

important issues of WSNs. Target coverage aims to cover a 

set of specified points of interest in the deployment region of 

a WSN. It characterizes the monitoring quality of the network 

[3]. Connectivity is necessary for sensors in a WSN to collect 

data and report data to the sink node. However, WSNs formed 

by randomly distributed wireless sensor nodes often cannot 

provide satisfactory coverage quality and cannot guarantee 

the connectivity of the network. In recent years, sensor 

mobility has been exploited to improve the coverage quality 

and connectivity in randomly deployed WSNs by relocating 

some mobile sensors to new Positions to enhance the 

coverage quality and the connectivity of the network [4], [5], 

[6], [7], [8]. In this paper, we address a practically important 

problem of minimizing sensors’ movement to achieve both 

target coverage and network connectivity in mobile sensor 

networks. As sensors are usually powered by energy limited 

batteries and thus severely power-constrained, energy 

consumption should be the top consideration in mobile sensor 

networks. Specially, movement of sensors should be 

minimized to prolong the network lifetime because sensor 

movement consumes much more energy than sensing and 

communication do [6], [9]. However, most of the existing 

studies aimed at improving the quality of target coverage, 

e.g., detecting targets with high detection probability, 

lowering false alarm rate and detection delay. Little attention 

has been paid to minimizing sensor movement. To fill in this 

gap, this study focuses on moving sensors to cover discrete 

targets and form a connected network with minimum 

movement and energy consumption. To this end, we first 

formulate the Mobile Sensor Deployment (MSD) problem 

with the aim of deploying mobile sensors to provide target 

coverage and network connectivity with minimum movement. 

The MSD problem is then decomposed into two sub-

problems: Target COVerage (TCOV) and Network 

CONnectivity (NCON). Combining the solutions to the two 

sub-problems, we achieve an efficient solution to the MSD 

problem.The main contributions of this paper are summarized 

as follows: 

 We prove the NP-hardness of the TCOV problem. For a 

special case of TCOV in which targets disperse from 

each other by more than double of the coverage radius, 

an exact algorithm based on the extended Hungarian 

method is proposed to find the optimal solution to 

TCOV. 
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 For the general case of TCOV, two heuristic algorithms 

are proposed: the Basic algorithm based on clique 

partition, and the TV-Greedy algorithm based on Voronoi 

partition diagram of target points. The Basic algorithm 

reduces the total movement distance by minimizing the 

number of sensors to be moved. The TV-Greedy 

algorithm minimizes the total movement distance by 

grouping and dispatching sensors according to their 

proximity to targets in the Voronoi diagram. 

 For the NCON problem, first an edge length constrained 

Steiner tree is constructed to determine the Steiner points 

that are needed to connect the coverage sensors and the 

sink, then the extended Hungarian method is used to find 

the optimal sensors to move to these points. 

 Extensive simulation experiments are conducted to 

evaluate the performance of the proposed algorithms. The 

results demonstrate that the combination of the solutions 

to TCOV and NCON offers a promising solution to the 

original MSD problem, as well as balances the load of 

different sensors and prolongs the network lifetime 

consequently. 

II. RELATED WORK 

  With the emergence of mobile sensors, extensive researches 

have been promoted on target coverage of WSNs. According 

to different application scenarios, the existing studies can be 

classified into three categories: (1) route patrol for collecting 

data from fixed targets [10], [11], [12], (2) detection of 

mobile targets [4], [5], [13], and (3) target coverage in 

dynamic environments [14], [15]. In these studies, mobile 

sensors move actively to improve the surveillance quality, but 

the optimization of sensor movement is not explicitly 

considered. Reactive mobility is exploited to improve the 

quality of target detection in [6], but the movement of sensors 

is not considered as the primary optimization objective. In [7] 

mobile sensors are scheduled to replace failed static sensors in 

order to guarantee coverage ratio with minimum movement 

distance. But each sensor concerned in [7] can cover only one 

target and the maximum moving distance for each mobile 

sensor is limited. In [16], an optimal velocity schedule is 

proposed to minimize energy consumption in movement 

when the road condition is uniform. Many research efforts 

have also been made to improve the area coverage with 

mobile sensors with the aim of maximizing the covered area. 

In [17], Voronoi diagrams are used to detect coverage holes. 

After that, sensors are dispatched to cover the detected holes. 

As a result, the area coverage ratio is improved. Further, a 

multiplicatives weighted Voronoi diagram is used to discover 

the coverage holes corresponding to different sensors with 

different sensing ranges [18].  

      However, Voronoi diagram to discover the coverage holes 

corresponding to different sensors with different sensing 

ranges. Voronoi diagrams in these studies are constructed 

according to the position of mobile sensors, and thus need to 

be recomputed after each round of sensor movement. In [19], 

mobile sensors are used to improve energy efficiency of 

sensors in area coverage. In this work, when destinations have 

been determined, mobile sensors are designed to move along 

the shortest path to minimize the energy consumption. Given 

designated destinations, k-coverage is studied in [20]. In this 

work, a competition scheme is proposed to minimize energy 

consumption in movement. Recently, parameterized 

algorithms were exploited to find maxlifetime target coverage 

[21] and min-power multicast paths [22] in WSNs. In these 

studies, destinations of mobile sensors are given in advance, 

and the energy efficiency is considered in the path finding 

process. Mobility of sensors could also be exploited to 

enhance network connectivity after the coverage stage is 

completed. In [23], a triangular deployment strategy is 

proposed to dispatch sensors to connect the network after 

deploying mobile routers to maximize the coverage area. In 

the proposed strategy, sensors move along the shortest path to 

the corresponding triangular vertices in order to save energy. 

In [24], the authors considered a hybrid network consisting of 

both static and mobile sensors. It first divides the static 

sensors into groups as large as possible, and then seeks the 

minimum number of mobile sensors to connect these static 

sensor groups. 

 
Fig.1. A sensor should move along the straight line 

between its initial position and the target to minimize the 

movement distance. In this example, the destination of the 

mobile sensor is P. 

    In [25], a sensor node relocation approach is proposed to 

maintain connectivity between a region of interest and a 

center of interest outside the deployment region where a 

particular event happens. The originality of this study and 

differences from the existing work include. (1) In this work, 

sensors move reactively and each sensor can cover more than 

one target, which is more general in practice, but also makes 

the problem more complicated. (2) The Voronoi diagram of 

targets is adopted to find the nearest sensor, which avoids 

blind competition among mobile sensors. Besides, because 

our solution generates the Voronoi diagram according to the 

position of targets, it does not require re-computation of the 

Voronoi diagram as the targets are static. This contributes to 

the lower complexity of the proposed solution. (3) 

Destinations of mobile sensors are unknown, which should be 

computed by our algorithms. When mobile sensors move to 

these destinations, both target coverage and network 

connectivity are satisfied. (4) In order to investigate the 

impact of network parameters on the performance of our 

algorithms, analyses and evaluations are given according to 
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the simulation experiment results, which provides a reference 

for practical engineering and theoretical basis for the design 

of mobile sensor networks. 

 

III. SYSTEM MODEL AND PROBLEM STATEMENT 

A. System Model 
     In the system model addressed in this study, there are m 

targets with known locations to be covered, 

and n mobile sensors randomly deployed in 

the task area. The system model works as follows: 

 Every mobile sensor knows its own position via a 

mounted GPS unit or a localization service in the 

network. We also assume that, there is a control center, 

e.g., a sink, which collects sensors’ location information 

and broadcasts movement orders to mobile sensors. 

 The task area is free of obstacles against movement. For 

the case with obstacles, a sensor is able to choose an 

appropriate shortest path to the destination to bypass the 

obstacles on the way. In this work, we focus on 

determining WHICH sensors should move and WHERE 

they should move to in order to guarantee both target 

coverage and network connectivity. 

 Network Model: Disk model [26] is adopted for both 

sensing and communication of sensors with the sensing 

radius rs and the communication radius rc, respectively. 

Each target can be covered by more than one sensor, and 

each sensor can cover more than one target. A target is 

said covered if and only if there is at least one sensor in 

the disk of radius rs centered at the target. The disk is 

defined as the target’s coverage disk, and the circle of the 

coverage disk is called the target’s coverage circle. 

 Mobility Model: The free mobility model [6] is adopted. 

In this model, sensors are able to move continuously in 

any direction and stop anywhere. The distance that a 

sensor moves is used to present the sensor’s energy 

consumption incurred in the movement. The movement 

distance of sensor s to cover target t is  

where dist(s, t) is the euclidean distance between s and t. 

Similarly, the movement distance of sensor si to connect 

with sensor sj is  where is the 

distance between si and sj. In the obstacle-free scenario, 

in order to minimize the movement distance of a sensor 

to a target, the sensor should move along the straight line 

from its initial position to the target until it reaches the 

target’s coverage circle.  

B. Problem Statement 

1. Problem Definition: With the aforementioned system 

model, the formal definition of the MSD problem can be 

given as follows. 

Definition 1: Mobile Sensor Deployment (MSD) problem: 

given m targets with known locations and n mobile sensors 

deployed randomly in the task area, the MSD problem seeks 

the minimum movement of mobile sensors such that the 

following objectives are achieved after mobile sensors reach 

their new positions: 

 Every target is covered by at least one mobile sensor. 

 The network formed by all the moved sensors is 

connected. 

      The MSD problem concerns two issues, namely target 

coverage and network connectivity. Thus, we divide it into 

two sub-problems and conquer them one by one. First, we 

focus on deploying mobile sensors to cover targets with 

minimum movement. These mobile sensors are called 

coverage sensors. Next, we deploy the rest sensors to provide 

connectivity between coverage sensors and the sink. The 

definitions of the two sub-problems are given below. 

Definition 2: Target COVerage (TCOV) problem: given m 

targets with known locations and n mobile sensors deployed 

randomly in the task area, move sensors to new positions such 

that all the targets are covered and the total movement of 

sensors is minimized. 

Definition 3: Network CONnectivity (NCON) problem: 

given a sink, the set of coverage sensors, and the rest mobile 

sensors after the TCOV problem is solved, NCON seeks the 

deployment of the rest mobile sensors to connect coverage 

sensors and the sink with minimum movement. 

Theorem 1: In TCOV with free mobility model, in order to 

minimize the movement distance of mobile sensors, the 

number of potential positions to which sensors can move is 

finite. 

Proof: Assume that there are m targets and n sensors in the 

network. We first consider the simple case in which one 

sensor covers exactly one target. Under the free mobility 

model, if one sensor wants to cover a target, it should move 

along the straight line connecting the sensor and the target 

and stop at the intersection of the line and the target’s 

coverage circle, as shown in Fig. 1. As there are totally m 

targets and for each target there is exactly one optimal 

destination, the total number of potential destination points 

for the sensor is m. 

   We then consider the general case in which a sensor can 

cover more than one target. In this case, because several 

targets could be covered by one sensor simultaneously, their 

coverage disks intersect with each other. Denote the 

intersection part of these coverage disks as I. As the coverage 

disks are convex, the intersection I is also convex [27]. For a 

sensor outside of I, there exists a unique point closest to the 

sensor on the boundary of I. For instance, as shown in Fig. 2, 

the coverage disks of targets A, B, and C intersect with each 

other. For sensor S, P is the closest point to S in I and thus 

should be the destination of S if S is dispatched to cover the 

three targets. Similarly, P’ is the unique closest point to S’ in 

I. For k  the maximum number of k target 

combinations that could be covered by a single sensor is  

Thus the possible positions for a sensor to move to cover k 

targets is at most  The total number of potential positions 

for a sensor to cover multiple targets is thus bounded 

by  From the above analysis, to cover m targets, the 



D. PRASAD 

International Journal of Scientific Engineering and Technology Research 

Volume.05, IssueNo.01, January-2016, Pages: 0008-0018 

number of potential positions a sensor can move to is upper 

bounded by , where the term 1 corresponds 

to the case that the sensor stays at its original position. As 

there are n sensors, the total number of potential positions the 

mobile sensors can move to is at most n*2
m
, which is finite as 

n and m are both finite. According to Theorem 1, when a 

sensor moves to one of its potential positions, a subset of 

targets are covered. Thus each potential position of a sensor 

corresponds to a subset of targets. For all the n sensors, the 

total number of potential positions is limited by n*2
m
, which 

is finite. This conclusion is critical to help prove the hardness 

of the TCOV problem in the next section. 

 
Fig. 2. Targets A, B, and C could be simultaneously 

covered by a single sensor (S or S0). Among all the points 

in I, P is closest to S, and thus it should be the destination 

position of S if S is despatched to cover the three targets. 

Similarly, P0 should be the destination position of S0 if S0 

is despatched to cover the targets. 

 

2. Hardness of the Problem: To show the hardness of the 

TCOV problem, we define a special case of TCOV, namely 

TCOV*, and prove that it is NP-hard. This naturally induces 

the NP-hardness of the original TCOV problem. The TCOV* 

problem is a special case of TCOV. In TCOV*, all the mobile 

sensors are initially deployed at the same location, which 

means that sensors start to move at the same point. If there 

exists a solution to TCOV, then the corresponding TCOV* 

problem will be solved by deploying mobile sensors at the 

same initial position, but the converse does not hold.  

Theorem 2: The TCOV* problem is NP-hard. 

Proof: Denote the power set of T (i.e., the set of all the 

targets) by P(T). Recall that there are totally n*2m potential 

positions to which the n mobile sensors move in the TCOV* 

problem. Each potential position corresponds to a subset of T, 

i.e., an element in P(T). For each potential position, we assign 

a weight W to its corresponding element in P(T), which is 

defined as the movement distance between the mobile sensor 

and that potential position. Then the decision version of the 

TCOV* problem can be transformed into the following set 

cover problem: given the universal set of targets T and a finite 

number (no more than n*2m) of weighted subsets of T whose 

union comprises the universe, determine whether there are 

some subsets whose total weight is less than or equal to W, 

such that the union of these subsets contains all the elements 

in T? The decision version of TCOV* is equivalent to that of 

the weighted set cover problem [28], which is NP complete. 

Therefore, TCOV* is NP-hard.  

IV. SOLUTIONS TO THE TCOV PROBLEM 

    Although the TCOV problem is NP-hard, there exists a 

special case that can be solved in polynomial time. In this 

section, we first analyze a special case of TCOV and 

transform it into an assignment problem [29] and find the 

optimal solution. Furthermore, we propose two heuristic 

algorithms to solve the TCOV problem in the general case: 

the Basic algorithm based on clique partition, and the TV-

Greedy algorithm based on the Voronoi partition diagram of 

targets. 

A. Exact Solutions to a Special Case of TCOV 

        For a special case of TCOV in which the distance 

between any pair of targets is greater than 2rs, an exact 

solution based on the extended Hungarian algorithm is 

proposed in our previous work [30]. In this special case, as 

targets disperse from each other by more than double of the 

coverage radius, each sensor can cover at most one target. 

Thus, different targets need to be covered by different mobile 

sensors. The TCOV problem in this scenario could be 

transferred to the assignment problem [29] that is to assign 

exactly one agent to each task in such a way that the total cost 

of the assignment is minimized. However, in the traditional 

assignment problem the number of agents equals the number 

of tasks (n = m), while in our TCOV problem the number of 

sensors is usually larger than the number of targets, i.e., n > 

m. To deal with this issue, we extended the Hungarian 

algorithm proposed in [31] by extending the cost matrix to an 

n*n matrix as follows: 

      (1) 

where  is set as the movement distance 

of moving sensor si to cover target tj, i.e., 

                  (2) 

where dist(si; tj) is the euclidean distance between si and tj. 

With this extended cost matrix, the optimal solution to TCOV 

in the special case could be found in polynomial time by 

using the Hungarian algorithm [31]. More details on the 

extended Hungarian algorithm can be found in our previous 

work [30]. 
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Fig. 3. Illustration of the Basic algorithm: (a) Initial 

positions of targets and sensors; (b) The results of the 

Basic algorithm, in which two sensors need to move; (c) 

Suboptimality of the Basic algorithm: moving least 

sensors may induce longer total movement distance. 

B. Heuristic Solutions to the General Case of TCOV 

  For the general case of the TCOV problem, we propose 

two heuristic algorithms to find near optimal solutions. 

The Basic Algorithm: A simple heuristic to minimize the 

movement distance of sensors is to minimize the number of 

sensors that need to move. Actually, after the sensors are 

deployed, some targets may have already been covered. 

Denote the set of targets that have already been covered by 

Tinitcov  , and denote the set of uncovered targets by Tneedcov. 

Then we have Tneedcov = T \ Tinticov. In order to minimize the 

number of mobile sensors that need to move, we first 

construct a graph of targets representing whether targets can 

be simultaneously covered, then find the destinations of 

mobile sensors by using clique partition. The graph is 

constructed as follows. For every target in Tneedcov, there is a 

vertex in the graph. There is an edge between two vertices if 

and only if the corresponding targets could be simultaneously 

covered by the same sensor. After the graph is constructed, 

we find a minimum clique partition of the constructed graph. 

Each partitioned clique represents a subset of targets that can 

be covered by the same sensor. Thus, for targets belonging 

the same clique, we need to dispatch only one mobile sensor 

to cover them. With this method, the number of mobile 

sensors that need to move is minimized. After the clique 

partition is obtained, the extended Hungarian algorithm is 

used to determine which sensor should be dispatched to cover 

the targets in each clique.  

 

       However, although the Basic algorithm minimizes the 

number of sensors to move, it may increase the total 

movement distance of sensors. For example, as shown in Fig. 

3c, targets A and B could be covered by one single sensor. 

According to the Basic algorithm, s1 should be moved to 

cover them because it is closest to the intersection of the 

coverage disks of A and B among the three sensors. However, 

if we move two sensors s2 and s3 to cover tA and tB 

respectively, we can further reduce the total movement 

distance, although the number of moved sensors is not 

minimized. In the next section, we further propose a Voronoi 

diagram based algorithm to minimize the movement of 

sensors rather than the number of sensors to move. 
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The Target-Based Voronoi Greedy Algorithm: In this 

section, we present a target based Voronoi greedy algorithm 

(TV-Greedy) to minimize the total movement distance of 

sensors to cover targets. 

  

  

  

 
Fig. 4. Illustration of the TV-Greedy algorithm. 

Basic Idea and Definitions: The basic idea of TV-Greedy is 

to deploy the nearest sensor to cover the targets that are 

uncovered. Since sensors located in a target’s Voronoi 

polygon are closer to this target than to others, we use 

Voronoi diagrams of targets to group sensors according to 

their proximity to the corresponding target. For the sake of 

clarity, the definitions and notations that will be used in the 

algorithm description is presented below: 

 If a sensor is located in a target’s Voronoi polygon, the 

sensor is defined as a server to this target, and the target 

is regarded as a client of its servers. The set of a target’s 

servers is called that target’s own server group (OSG). 

The sensor in a target’s OSG that is nearest to the target 

is called the chief server of that target, and other sensors 

are called non-chief servers of the target. 

 Two targets are neighbors if their Voronoi polygons 

share an edge. For two neighboring targets A and B, the 

sensor in A’s OSG that is closest to B is called an aid 

server to B. 

 A target’s candidate server group (CSG) is the union of 

its own chief server and aid servers from neighbors. For a 

target, only sensors in its CSG will be dispatched to 

cover it.  
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      For instance, as shown in Fig. 4, the own server group of 

target tB is OSGB = {s4; s5; s6}, in which s4 is the chief server. 

For other sensors in OSGB, s6 is the aid server for tA, and s5 is 

the aid server for tC. Meanwhile, tB has an aid server from tC, 

which is s2. Thus the candidate server group of tB is CSGB = 

{s4; s2}. Note that there is no sensor in target tC’s Voronoi 

polygon, and thus there is no aid server for tB from tC even 

though tB and tC are neighbors. 

Algorithm Description: TV-Greedy starts from the 

generation of targets’ Voronoi diagrams, which divides 

sensors into independent groups for each target. With 

assistance of targets’ Voronoi diagrams, we can construct a 

sensor group for each target, which includes sensors in 

proximity to this target. Then, the nearest sensor to each 

target is selected from the target’s group and its neighbors’ 

group. After that, the selected sensor moves to the 

corresponding target. Details of the algorithm are described as 

follows, and its pseudo code is given in Algorithm 2. 

  First, the Voronoi diagram of targets is generated by using 

the coordinate information of targets which is known to 

sensors. Based on the vertices information of Voronoi 

polygons, the neighbors of each target are determined. 

(Steps 1-2 in Algorithm 2): Second, the own server group 

OSG of each target is determined. In each OSG, the own 

servers (sensors in the OSG) is sorted by their distances to the 

client (the target of the OSG) in ascending order, according to 

which the chief server is identified as the first in the sorted 

list. For the rest own servers, we identify the aid server for 

each neighbor of the client via distance comparison and 

sorting, as shown in Fig. 4b (Steps 3-6 in Algorithm 2). Third, 

for each target, if it is covered initially, sensors in its OSG 

stand by and wait for orders (Steps 7-9 in Algorithm 2). If the 

target is not covered initially, then its CSG will be formed, 

which is a logical server group merged with the chief server 

of the target and all the aid servers from its neighbors. Then, 

if the CSG of a target is not empty, the nearest sensor is 

selected from the CSG to move (shown in Fig. 4c, Steps 10-

15 in Algorithm 2). If the CSG is empty, it means that there is 

no sensor located in the target’s Voronoi polygon. In this 

case, if there exit neighbors of the target that can share their 

chief server with the target, the nearest chief server moves to 

the nearest new position which is in the coverage disk of ti’ 

(shown in Fig. 4d, Steps 16-18 in Algorithm 2); otherwise, the 

CSG of ti is regenerated by searching aid server of the 2nd 

order neighbor of ti’s (i.e., neighbors of neighbors) or higher 

order neighbor. After that, the nearest aid server moves to the 

nearest new position which is in ti’s coverage disk (Steps 19-

22 in Algorithm 2). 

V. SOLUTIONS TO THE NCON PROBLEM 

     The sensors that are used to cover targets in the TCOV 

problem are referred to as coverage sensors. After the TCOV 

problem is solved, all the targets are covered by at least one 

coverage sensor. Besides the coverage of targets in the first 

stage, another important requirement for a WSN is the 

connectivity of sensors and the sink, which promises the data 

transmission. If the sink and the coverage sensors are initially 

connected, then the connectivity problem is solved; otherwise, 

we need to study the NCON problem, i.e., how to connect the 

sink and the coverage sensors. The basic idea of providing 

connectivity is to relocate the rest mobile sensors to some 

locations where they can connect coverage sensors and the 

sink. Consider a tree-topology, where the sink is the root and 

all the coverage sensors are the leaf nodes, the goal of NCON 

is to relocate mobile sensors to new positions as intermediate 

node to connect the sink and coverage sensors, and the 

movement of sensor is minimized. From the above analysis, 

the NCON problem can be solved in two steps. 

 First, we construct an edge length constrained 

Steiner tree spanning all the coverage sensors and 

the sink, such that each tree edge length is no longer 

than rc. The Steiner tree is required to minimize the 

number of sensors that need to move. 

 Second, we relocate the rest mobile sensors to the 

generated Steiner points to connect the coverage 

sensors and the sink. As for the second step, it is 

actually the special case of TCOV in which the 

Steiner points are regarded as “target”s and the 

coverage radius is zero. Then for each target we need 

to dispatch a dedicated sensor to cover it. 

       The key point to solve the NCON problem is to solve the 

first step: seeking an edge length constrained Steiner tree T 

spanning coverage sensors and the sink. Since the Steiner tree 

problem is NP-hard, we propose an approximate algorithm as 

follows: (1) constructing an euclidean minimum spanning tree 

(ECST), and (2) separating each edge of the spanning tree 

into the sections with length no longer than rc. Because the 

sum of edge length in an euclidean minimum spanning tree is 

minimum, the number of section points on all edges is 

minimum. The euclidean minimum Spanning Tree algorithm 

is listed in Algorithm 3. 

 

With the output SP of the ECST algorithm, the next step is 

to assign the rest mobile sensors one-by-one to each point in 

SP with the minimum movement. Since it is actually an 
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assignment problem, it can be solved using the extended 

Hungarian method described in Section 4.1. Algorithm 4 

gives the ECST-Hungarian (ECST-H) algorithm to solve the 

NCON problem. 

   
VII. SIMULATION EXPERIMENTS 

A. Simulation Settings and Performance Metrics 

   To evaluate the performance of the proposed algorithms, we 

conduct a set of simulation experiments by using Matlab.    

We first investigate the performance of the three solutions to 

the TCOV problem, namely Ex-Hungarian, Basic, and TV-

Greedy, then study how their combinations with the ECST-H 

algorithm perform in solving the MSD problem. In the 

experiments, the targets and mobile sensors are randomly 

generated in a 400*400 m area. The default coverage radius 

and communication radius are rs = 10 m and rc = 15 m, 

respectively. For each combination of network parameters, we 

randomly generate 20 instances of the network and report the 

mean performance result. The primary metric concerned is the 

total movement distance of sensors. We consider two network 

parameters that 

 

 

 
Fig.5. Network topologies generated by different 

combinations of algorithms. There are 20 targets and 150 

sensors in the network. Basic+ECST-Hmoves the least 

number of sensors, but TV-Greedy+ECST-H results in the 

shortest movement distance, as shown in Table 2. 

may impact the movement distance of sensors: the number of 

targets (m) and the number of mobile sensors (n). As the TV-

Greedy algorithm performs the best among the three 

algorithms, we also investigate the performance gap between 

TV-Greedy and the optimal solution in a small network to get 

an impression of how close TV-Greedy approaches the 

optimal solution. 

B. An Illustration of Sensors Deployment 

   To get an intuitive impression of how our algorithms 

work, we demonstrate the generated tree topologies of the 

three different solutions, namely Ex-Hungarian+ECST-H, 

Basic +ECST-H, and TV-Greedy+ECST-H, in Fig. 5. There 

are 20 targets and 150 sensors in the network. We have the 

following observations. The first observation is that Basic 

uses the least number of coverage sensors and Ex-Hungarian 

uses exactly the same number of coverage sensors as targets 

because it moves sensors to targets in a one-to-one manner. 

The number of coverage sensors used by TV-Greedy is 

between the other two algorithms. Different choices of the 

coverage sensors also affect the choice of Steiner sensors in 

the NCON problem. As shown in Table 2, different solutions 

use different numbers of Steiner sensors to provide 

connectivity. In terms of the total number of both coverage 

sensors and Steiner sensors, Basic+ECST-H uses the least and 

TVGreedy+ ECST-H uses the most. The second observation 

is that TV-Greedy incurs much shorter movement distance 

than the other two solutions in the coverage stage. Although 

TV-Greedy uses more coverage sensors than Basic algorithm 

does (18 versus 16), its movement distance is much shorter 

(94.3 m versus 225.8 m). This owes to TV-Greedy’s smart 

strategy in choosing coverage sensors. It groups sensors 

according to their proximity to the targets, and uses the 

nearest sensor to cover a target. This effectively reduces the 

movement distance to cover all the targets. It could also be 

observed that the differences in the solutions to the TCOV 

problem affect the performance of ECSTH in solving the 

NCON problem, which consequently impacts the overall 
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performance of solutions to the MSD problem. ECST-H 

performs the best when TV-Greedy is used, and is much 

better than when the other two algorithms are used. Overall, 

the performance of TV-Greedy +ECST-H is the best among 

the three combinations. 

C. Performance of Different Algorithms to TCOV 

The Impact of the Number of Mobile Sensors: We first 

study how the number of mobile sensors affects the 

performance of the three solutions to the TCOV problem 

when the number of targets is fixed. Two scenarios are 

considered. In the first scenario, targets are scattered sparsely 

that the distance between any two targets is greater than 2*rs. 

In this case, the Ex-Hungarian method can find the optimal 

solution and thus can be used as the benchmark to evaluate 

the performance of Basic and TV-Greedy algorithms. In the 

second scenario, targets are scattered randomly and densely.  

 

 
Fig. 6. Impact of the number of mobile sensors, n, on the 

movement distances of the three algorithms when m = 30: 

(a) When the distances between targets are greater than 

2*rs; and (b) when targets are scattered randomly. 

   TABLE II: Performance Metrics of Different 

Combinations of Algorithms in Fig. 5 

 
 

    This represents the general case of TCOV in which the 

distances between targets might be less than 2*rs. Fig. 6a 

depicts the performance of the three algorithms in the first 

scenario when n varies from 100 to 400. We can see that 

when there are more sensors, all the three algorithms incur 

less movement distance for the following reason. With more 

sensors, each target can be covered by a closer sensor, which 

reduces the total movement distance. Ex- Hungarian performs 

best in this scenario, TV-Greedy follows, and Basic performs 

worst. Because the targets in this case disperse from each 

other more than double of communication radius, Ex-

Hungarian can find the optimal solution. Compared to the 

optimal solution found by Ex- Hungarian, TV-Greedy and 

Basic incur about 25 percent more distance and 36 percent 

more distance, respectively. Obviously, TV-Greedy performs 

better than Basic does. The performance of the three 

algorithms in the general scenario is given in Fig. 6b. The 

trend is similar, i.e., all the three algorithms incur the shorter 

movement distance with a larger number of sensors. The 

difference from the first scenario is that TV-Greedy and Basic 

perform better than the Ex-Hungarian algorithm. This owes to 

the fact that in TV-Greedy and Basic algorithms different 

targets can be covered by the same sensor, while in Ex-

Hungarian  every target needs to be covered by distinct 

sensors. Thus TV-Greedy and Basic could use few sensors to 

achieve the coverage, which contributes to the reduction in 

movement distance. TV-Greedy performs nearly the same as 

Basic when the number of sensors is relatively small (e.g., 

n 100), but outperforms Basic significantly when there are 

more sensors to dispatch (e.g., n  150). Overall, TV 

Greedy is superior to both Ex-Hungarian and Basic in 

reducing movement sensors in the general case of TCOV. 

The Impact of the Number of Targets: The impact of the 

number of targets on the movement distance of the proposed 

algorithms are also studied in the above-mentioned two 

scenarios. As shown in Fig. 7, the movement distance in both 

scenarios increases when m increases. The reason is that more 

targets need to be covered as m increases, which requires 

more sensors to be moved and consequently incurs longer 

movement distance. Fig. 7a shows the movement distance of 

different algorithms in the first scenario, i.e., when targets are 

spacing greater than 2*rs. In this scenario, Ex-Hungarian is 

optimal and performs best. TV-Greedy and Basic perform 

very close to each other and need about 35 percent more 

movement than EX-Hungarian. The results in the general 

scenario are shown in Fig. 7b. Again, TV-Greedy outperforms 

the other two algorithms, incurs up to 38 percent less 



D. PRASAD 

International Journal of Scientific Engineering and Technology Research 

Volume.05, IssueNo.01, January-2016, Pages: 0008-0018 

movement distance than Basic and up to 21 percent less 

movement distance than Ex-Hungarian. 

 

 
Fig.7. Impact of the number of targets,m, on the 

movement distances of the three algorithms when n = 300: 

(a) When targets are spacing greater than 2*rs; and (b) 

when targets are scattered randomly. 

VIII. CONCLUSION 

      In this work, we have studied the Mobile Sensor 

Deployment (MSD) problem in Mobile Sensor Networks 

(MSNs), aiming at deploying mobile sensors to provide target 

coverage and network connectivity with requirements of 

moving sensors. This problem is divided into two sub-

problems, Target COVerage (TCOV) problem and Network 

CONnectivity (NCON) problem. For the TCOV problem, we 

prove it is NP-hard. For a special case of TCOV, an extended 

Hungarian method is provided to achieve an optimal solution; 

for general cases, two heuristic algorithms are proposed based 

on clique partition and Voronoi diagram, respectively. For the 

NCON problem, we first propose an edge constrained Steiner 

tree algorithm to find the destinations of mobile sensors, then 

use the extended Hungarian to dispatch rest sensors to 

connect the network. Theoretical analysis and simulation 

results have shown that, compared to extended Hungarian 

algorithm and Basic algorithm, the solutions based on TV-

Greedy have low complexity and are very close to the 

optimum. 
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