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Abstract: Distributed file systems are key building blocks for cloud computing applications based on the MapReduce 

programming paradigm. In such file systems, nodes simultaneously serve computing and storage functions; a file is partitioned 

into a number of chunks allocated in distinct nodes so that MapReduce tasks can be performed in parallel over the nodes. 

However, in a cloud computing environment, failure is the norm, and nodes may be upgraded, replaced, and added in the system. 

Files can also be dynamically created, deleted, and appended. This results in load imbalance in a distributed file system; that is, 

the file chunks are not distributed as uniformly as possible among the nodes. Emerging distributed file systems in production 

systems strongly depend on a central node for chunk reallocation. This dependence is clearly inadequate in a large-scale, failure-

prone environment because the central load balancer is put under considerable workload that is linearly scaled with the system 

size, and may thus become the performance bottleneck and the single point of failure. In this project, a fully distributed load 

rebalancing algorithm is presented to cope with the load imbalance problem. Our algorithm is compared against a centralized 

approach in a production system and a competing distributed solution presented in the literature. The simulation results indicate 

that our proposal is comparable with the existing centralized approach and considerably outperforms the prior distributed 

algorithm in terms of load imbalance factor, movement cost, and algorithmic overhead. The performance of our proposal 

implemented in the Hadoop distributed file system is further investigated in a cluster environment. 
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I. INTRODUCTION 

    Cloud Computing (or cloud for short) is a compelling 

technology. In clouds, clients can dynamically allocate their 

resources on-demand without sophisticated deployment and 

management of resources. Key enabling technologies for 

clouds include the MapReduce programming paradigm[1] , 

distributed  file  systems  virtualization and so forth[2][3]. 

These techniques emphasize scalability, so clouds can be 

large in scale, and comprising entities can arbitrarily fail and 

join while maintaining system reliability. Distributed file 

systems are key building blocks for cloud computing 

applications based on the MapReduce programming 

paradigm. In such file systems, nodes simultaneously serve 

computing and storage functions; a file is partitioned into a 

number of chunks allocated in distinct nodes so that 

MapReduce tasks can be performed in parallel over the 

nodes. For example, consider a word count application that 

counts the number of distinct words and the frequency of 

each unique word in a large file. In such an application, a 

cloud partitions the file into a large number of disjointed and 

fixed-size pieces (or file chunks) and assigns them to 

different cloud storage nodes (i.e., chunk servers). Each 

storage node (or node for short) then calculates the 

frequency of each unique word by scanning and parsing its 

local file chunks. In  a distributed file system, the load of a 

node is typically proportional to the number of file chunks 

the node possesses[3] . Because the files in a cloud can be 

arbitrarily created, deleted, and appended, and nodes can be 

up-graded, replaced and added in the file system, the file 

chunks are not distributed as uniformly as possible among 

the nodes. 

     In this paper, we are interested in studying the load 

rebalancing problem in distributed file systems specialized 

for large-scale, dynamic and data-intensive clouds. (The 

terms “rebalance” and “balance” are interchangeable in this 

project.) Such a large-scale cloud has hundreds or thousands 

of nodes (and may reach tens of thousands in the future). 

Our objective is to allocate the chunks of files as uniformly 

as possible among the nodes such that no node manages an 

excessive number of chunks. Additionally, we aim to reduce 

network traffic (or movement cost) caused by rebalancing 

the loads of nodes as much as possible to maximize the 

network bandwidth available to normal applications. 

Moreover, as failure is the norm, nodes are newly added to 

sustain the overall system performance, resulting in the 

heterogeneity of nodes. Exploiting capable nodes to improve 

the system performance is, thus, demanded. 

II. LOAD REBALANCING PROBLEM 

       A node is light if the number of modules it hosts is 

smaller than the threshold as well as, a heavy node manages 

the number of modules greater than threshold. A large-scale 

distributed file system is in a load-balanced state if each 
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module server hosts no more than A modules. In our 

proposed algorithm, each module server node I first estimate 

whether it is under loaded (light) or overloaded (heavy) 

without global knowledge. This process repeats until all the 

heavy nodes in the system become light nodes. In Proposed 

system, file downloading or uploading with the help of the 

centralized system. Centralized system will be sharing the 

file (uploading and downloading). First of all we are going to 

notice the lightest node to   require the set of   modules from   

heaviest node. Thus we will do the method while not failure. 

Load equalization may be a technique to distribute 

employment across several computers or network to realize 

most utilization of resources economical output, reducing 

latency, and take away overload.  

     The load equalization service is sometimes provided by 

dedicated code or hardware, like a multilayer switch or name 

server. During this project we have a tendency to use Load   

rebalancing formula. Then identical method is dead to 

unleash the additional load on following heaviest node 

within   the system. Then we are going to once more notice 

the heaviest and   lightest nodes,   such a method repeats 

iteratively till there's not the heaviest. We consider a large-

scale distributed file system consisting of a set of chunk 

servers V in a cloud, where the cardinality of V is . 

Typically, n can be 1,000, 10,000, or more. In the system, a 

number of files are stored in the n chunk servers. First, let us 

denote the set of files as F. Each file is partitioned into 

a number of disjointed, fixed size chunks denoted by  . 

For example, each chunk has the same size, 64 Mbytes, in 

Hadoop HDFS [3]. Second, the load of a chunk server is 

proportional to the number of chunks hosted by the server 

[3]. Third, node failure is the norm in such a distributed 

system, and the chunk servers may be upgraded, replaced 

and added in the system.  

Fig.1. An example illustrates the load rebalancing 

problem, where (a) an initial distribution of chunks of six 

files f1, f2, f3, f4, f5, and f6 in three nodes N1, N2, and 

N3, (b) files f2 and f5 are deleted, (c) f6 is appended, and 

(d) node N4 joins. The nodes in (b), (c), and (d) are in a 

load-imbalanced state. 

      Finally, the files in F may be arbitrarily created, deleted, 

and appended. The next effect results in file chunks not 

being uniformly distributed to the chunk servers. Fig.1. 

illustrates an example of the load rebalancing problem with 

the assumption that the chunk servers. 

     Let  be the ideal number of Chunks that any Chunk 

server  is required to manage in any system-wide 

load-balanced state that is, 

                                                                      (1) 

      Then, our load rebalancing algorithm aims to minimize 

the load imbalance factor in each chunk server i as follows: 

                                                                           (2) 

where Li denotes the load of node i (i.e., the number of file 

chunks hosted by i) and represents the absolute value 

function. Note that “chunk servers” and “nodes” are inter 

changeable in this project. 

Theorem 1: The load rebalancing problem is NP-hard. 

Proof: By restriction, an instance of the decision version of 

the load rebalancing problem is the knapsack problem [16]. 

That is, consider any node . i seeks to store a subset of 

the file chunks in F such that the number of chunks hosted 

by i is not more than A, and the “value” of the chunks hosted 

is at least , which is defined as the inverse of the sum of the 

movement cost caused by the migrated chunks. To simplify 

the discussion, we first assume a homogeneous environment, 

where migrating a file chunk between any two nodes takes a 

unit movement cost and each chunk server has the identical 

storage capacity. However, we will later deal with the 

practical considerations of node capacity heterogeneity and 

movement cost based on chunk migration in physical 

network locality. We implement the proposed system in this 

paper in four modules and when we implemented these 

modules The load of each virtual server is stable over the 

timescale when load balancing is performed. Load balancing 

is performed in proximity-aware manner, to minimize the 

overhead of load movement (bandwidth usage) and allow 

more efficient and fast load balancing. 

III. MODULES 

 Chunk creation 

 DHT formulation 

 Load balancing algorithm 

 Replica management  

      A file is partitioned into a number of chunks allocated in 

distinct nodes so that Map Reduce Tasks can be performed 

in parallel over the nodes. The load of a node is typically 

proportional to the number of file chunks the node possesses. 

Because the files in a cloud can be arbitrarily created, 

deleted, and appended, and nodes can be upgraded, replaced 

and added in the file system, the file chunks are not 

distributed as uniformly as possible among the nodes. so we 
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 allocate the chunks of files as uniformly as possible among 

the nodes such that no node manages an excessive number of 

chunks and after we partition the files we arrange the chunks 

files structured network based as distributed hash table 

(DHT) discovering a file chunk can simply refer to rapid key 

lookup in DHTs, given that a unique handle (or identifier) is 

assigned to each file chunk. DHTs enable nodes to self-

organize and Repair while constantly offering lookup 

functionality in node dynamism, simplifying the system 

provision and management. The chunk servers in our 

proposal are organized as a DHT network. Typical DHTs 

guarantee that if a node leaves, then its locally hosted chunks 

are reliably migrated to its successor; if a node joins, then it 

allocates the chunks whose IDs immediately precede the 

joining node from its successor to manage   

        The hash functtion returns a unique identifier for a 

given files path name string and chunk index example : 

identifier of the first and third chunks of file 

("user/jonh/tmp/a.log) are respictivly ("user/jonh/tmp/a.log 

,0") and ("user/jonh/tmp/a.log ,2"). In our proposed 

algorithm, each chunk server node I first estimate whether it 

is under loaded (light) or overloaded (heavy) without global 

knowledge. A node is light if the number of chunks it hosts 

is smaller than the threshold.  Load statuses of a sample of 

randomly selected nodes. Specifically, each node contacts a 

number of randomly selected nodes in the system and builds 

a vector denoted by V. A vector consists of entries, and each 

entry contains the ID, network address and load status of a 

randomly selected node. After that the replica management 

so we can replicate the uploaded file to server. 

IV. CONCLUSION & FUTURE WORK 

     In this paper we eliminated the dependence on central 

node and balance the loads of nodes, we minimizing the 

movement cost as much as possible, while taking the 

advantage of physical network locality also exploits capable 

node to improve the overall system performance. In the 

absence of representative real workloads (i.e., the 

distributions of file chunks in a large scale storage system) in 

the public domain, we have investigated the performance of 

our proposal and compared it against competing algorithms 

through synthesized probabilistic distributions of file chunks. 

Emerging distributed file systems in production systems 

strongly depend on a central node for chunk reallocation and 

remarkably outperform the distributed algorithm in terms of 

load imbalance factor, movement cost. This dependence is 

clearly inadequate in a large-scale, failure-prone environ-

ment because the central load balancer is put under 

considerable workload that is linearly scaled with the system 

size, and may thus become the performance bottleneck and 

the single point of failure comparing with our algorithm; a 

fully distributed load rebalancing algorithm is presented to 

cope with the load imbalance problem. The load rebalancing 

problem in distributed file systems specialized for large-

scale, dynamic and data-intensive clouds. Such a Large-scale 

cloud has thousands or tens of thousands of nodes in the 

future. We can also append some security to our data that 

uploaded and downloaded.  
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