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Abstract: Cloud computing has great potential of providing robust computational power to the society at reduced cost. It 

enables customers with limited computational resources to outsource their large computation workloads to the cloud, and 

economically enjoy the massive computational power, bandwidth, storage, and even appropriate software that can be shared in 

a pay-per-use manner .Storing data in a third party’s cloud system causes serious concern over data confidentiality. General 

encryption schemes protect data confidentiality, but also limit the functionality of the storage system because a few operations 

are supported over encrypted data. Constructing a secure storage system that supports multiple functions is challenging when 

the storage system is distributed and has no central authority. We propose a threshold proxy re-encryption scheme and integrate 

it with a decentralized erasure code such that a secure distributed storage system is formulated. The distributed storage system 

not only supports secure and robust data storage and retrieval, but also lets a user forward his data in the storage servers to 

another user without retrieving the data back. The main technical contribution is that the proxy re-encryption scheme supports 

encoding operations over encrypted messages as well as forwarding operations over encoded and encrypted messages. Our 

method fully integrates encrypting, encoding, and forwarding. We analyze and suggest suitable parameters for the number of 

copies of a message dispatched to storage servers and the number of storage servers queried by a key server. 

 

Keywords: Threshold Proxy Re-Encryption, Cryptography, Secure Storage System, Cloud Storage System, Straightforward 

Integration. 

 

1. INTRODUCTION 

     Cloud Computing provides convenient on-demand 

network access to a shared pool of configurable computing 

resources that can be rapidly deployed with great efficiency 

and minimal management overhead. One fundamental 

advantage of the cloud paradigm is computation 

outsourcing, where the computational power of cloud 

customers is no longer limited by their resource-constraint 

devices. By outsourcing the workloads into the cloud, 

customers could enjoy the literally unlimited computing 

resources in a pay-per-use manner without committing any 

large capital outlays in the purchase of hardware and 

software and/or the operational overhead there. Despite the 

tremendous benefits, outsourcing computation to the 

commercial public cloud is also depriving customer’s direct 

control over the systems that consume and produce their 

data during the computation, which inevitably brings in new 

security concerns and challenges towards this promising 

computing model. High-speed networks and ubiquitous 

Internet access become available in recent years, many 

services are provided on the Internet such that users can use 

them from anywhere at any time.  For example, the email 

service is probably the most popular one. Cloud computing 

is a concept that treats the resources on the Internet as a 

unified entity, a cloud. Users just use services without being 

concerned about how computation is done and storage is 

managed. 

 

II. EXISTING SYSTEM 

     In Existing System we use a straightforward integration 

method. In straightforward integration method Storing data 

in a third party’s cloud system causes serious concern on 

data confidentiality. In order to provide strong 

confidentiality for messages in storage servers, a user can 

encrypt messages by a cryptographic method before 

applying an erasure code method to encode and store 

messages. When he wants to use a message, he needs to 

retrieve the Codeword symbols from storage servers, decode 

them, and then decrypt them by using cryptographic keys. 

General encryption schemes protect data confidentiality, but 

also limit the functionality of the storage system because a 

few operations are supported over encrypted data.A 

decentralized architecture for storage systems offers good 
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scalability, because a storage server can join or leave 

without control of a central authority. 

 

A. Proposed System  

      In our proposed system we address the problem of 

forwarding data to another user by storage servers directly 

under the command of the data owner. We consider the 

system model that consists of distributed storage servers and 

key servers. Since storing cryptographic keys in a single 

device is risky, a user distributes his cryptographic key to 

key servers that shall perform cryptographic functions on 

behalf of the user. We propose a new threshold proxy re-

encryption scheme. The encryption scheme supports 

encoding operations over encrypted messages and 

forwarding operations over encrypted and encoded 

messages. 

 

 
Fig.1. a general system model of our work. 

 

III. A SECURE CLOUD STORAGE SYSTEM WITH 

SECURE FORWARDING 

   As described in Section III, there are four phases of our 

storage system. 

 

A. Data Encryption Module 

      In cloud login module the user can login his own details. 

If the user cannot have the account for that cloud system 

first the user can register his details for using and entering 

into the cloud system. The Registration process details are 

Username, E-mail, password, confirm password, date of 

birth, gender and also the location. Then the user will go to 

open his account and view the code that can be generated 

from the cloud system.  In folder creation process the cloud 

system may ask one question for that user. The user should 

answer the question and must remember that answer for 

further usage the server from the cloud can give the 

encrypted form of the uploading file. 

 

B. Data storage 

      In Admin Module the admin can login to give his 

username and password. Then the server setup method can 

be opened. In server setup process the admin first set the 

remote servers Ip-address for send that Ip-address to the 

receiver. Then the server can skip the process to activate or 

Dis-activate the process. For activating the process the 

storage server can display the Ip-address. For Dis-activating 

the process the storage server cannot display the Ip-address. 

The activated Ip-addresses are stored in available storage 

server. By clicking the available storage server button we 

can view the currently available Ip-addresses. 

  

C. Data forwarding  

      In forward module first we can see the storage details 

for the uploaded files. When click the storage details option 

we can see the file name, question, answer, folder name, 

forward value (true or false), forward E-mail. If the forward 

column display the forwarded value is true the user cannot 

forward to another person. If the forward column display the 

forwarded value is false the user can forward the file into 

another person. In file forward processes contains the 

selected file name, E-mail address of the forwarder and 

enter the code to the forwarder. Now Then the current user 

has login to the cloud system and to check the receive 

details.  

 

D. Data retrieval 

     In Download module contains the following details. 

There are username and file name. Now, the client has to 

download the file to download the file key. In file key 

downloading process the fields are username, filename, 

question, answer and the code. Now clicking the download 

option the client can view the encrypted key 

 

E. Analysis  

   

We analyze storage and computation complexities, 

correctness, and security of our cloud storage system in this 

section. Let the bit-length of an element in the group G1 be 

l1 and G2 be l2. Let coefficients gi,j be randomly chosen 

from {0, 1}
l3

  

 

Storage cost: To store a message of k blocks, a storage 

server SSj stores a codeword symbol (b, αj, τ, γj) and the 

coefficient vector (g1, j, g2, j, . . . , gk, j). They are total of 

(1+2l1 +l2+kl3) bits, where αj, τ ε G1 and γj ε G2. The 

average cost for a message bit stored in a storage server is 

(1+2l1 +l2+kl3) / kl2 bits, which is dominated by l3/l2 for a 

sufficiently large k  

Computation cost: modular exponentiations in G1 and G2, 

modular multiplications in G1 and G2, and arithmetic 

operations over GF(p). These operations are denoted as 

Pairing, Exp1, Exp2, Mult1, Mult2, and Fp, respectively. 

Computing an Fp takes much less time than computing a 

Mult1 or a Mult2. The time of computing an Exp1 is 1.5[log 
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p] times as much as the time of computing a Mult1, on 

average, 

Correctness: There are two cases for correctness. The 

owner A correctly retrieves his message and user B 

correctly retrieves a message forwarded to him. The 

correctness of encryption and decryption for A can be seen 

in (1). The correctness of re-encryption and decryption for B 

can be seen in (2). As long as at least k storage servers are 

available, a user can retrieve data with an overwhelming 

probability.  

 

Security: Security has to be compared and contrasted with 

other related concepts: Safety, continuity, reliability. The 

key difference between security and reliability is that 

security must take into account the actions of people 

attempting to cause destruction.  

 

IV. SYSTEM MODEL 

 

A. Decentralized code 

    A decentralized architecture for storage systems offers 

good scalability, because a storage server can join or leave 

without control of a central authority. We construct a secure 

cloud storage system that supports the function of secure 

data forwarding by using a threshold proxy re-encryption 

scheme.. Our system is highly distributed where storage 

servers independently encode and forward messages and 

key servers independently perform partial decryption. Our 

method fully integrates encrypting, encoding, and 

forwarding. We analyze and Suggest suitable parameters for 

the tight integration of encoding, encryption, and forwarding 

makes the storage system efficiently meet the requirements 

of data robustness, data confidentiality, and data forwarding. 

Accomplishing the integration with consideration of a 

distributed structure is challenging. Our system meets the 

requirements that storage servers independently perform 

Encoding and re-encryption and key servers independently 

perform partial decryption 

 

B. Integration  

       In an integration processes, the splinted message is 

joined into an m number of blocks, and stored into lager 

storage server. User A encrypts his message M is 

decomposed into k number of blocks m1,m2, . . .,mk and 

which has an identifier ID. User A encrypts each block mi 

into a cipher text Ci and sends it to v randomly chosen 

storage servers. Note that a storage server may receive 

fewer than k message blocks and we assume that all storage 

servers know the value k in advance . Then forward to user 

B. Data which is encrypted by using single key. This is 

produced by using hash key algorithm. In the data storage 

phase, user A encrypts his message M and dispatches it to 

storage servers. A message M is decomposed into k number 

of blocks m1, m2, . . .,mk and which has an identifier ID. 

User A encrypts each block mi into a cipher text Ci and 

sends it to v randomly chosen storage servers.  

 
Fig 2: Overview architecture 

 

C. Encryption  

   This is used to encrypt a plain text into a cipher text. 

Cipher text is produced along with a single key. The 

integrated data is encrypted with a single key using random 

key generation method. Whenever users encrypt the text, 

each season time a new key is generated. Storing data in a 

third party cloud does not provide Confidentiality in cloud 

storage. Data confidentiality is provided by threshold proxy 

re-encryption scheme. This is used to generate the more 

than 10,000 key at the session time.  

 

D. Data forwarding  
    In forward module first we can see the storage details for 

the uploaded files. When click the storage details option we 

can see the file name, question, answer, folder name, 

forward value (true or false), forward E-mail. If the forward 

column display the forwarded value is true the user cannot 

forward to another person. Another user can check his 

account properly and view the code forwarded from the 

previous user. Then the current user has login to the cloud 

system and to check the receive details. In receive details 

the forwarded file is present then the user will go to the 

download process 

 

E. Login  

    Log in page make user to access an account in a cloud 

server. When user has an account in the cloud server for 

accessing data and provides other services. User can sign up 

the page directly else users needed to create new account 

using create account option. 

 

F. Uploading File  

     In cloud login module the user can login his own details. 

If the user cannot have the account for that cloud system 
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first the user can register his details for using and entering 

into the cloud system. The Registration process details are 

Username, E-mail, password, confirm password, date of 

birth, gender and also the location. After entering the 

registration process the details can be stored in database of 

the cloud system. Then the user has to login to give his 

corrected username and password the code has to be send 

his/her E-mail. Then the user will go to open his account 

and view the code that can be generated from the cloud 

system 

 

G. Data Retrieval  
     Date retrieval is the final module of this project In 

Download module contains the following details. There are 

username and file name. First, the server process can be run 

which means the server can be connected with its particular 

client. Now, the client has to download the file to download 

the file key. In file key downloading process the fields are 

username, filename, question, answer and the code. Now 

clicking the download option the client can view the 

encrypted key. 

 

H. Alorithms 

  

1. Blowfish Algorithm 

    The data transformation process for Pocket Brief uses the 

Blowfish Algorithm for Encryption and Decryption, 

respectively. Blowfish is a symmetric block cipher that can 

be effectively used for encryption and safeguarding of data. 

It takes a variable-length key, from 32 bits to 448 bits, 

making it ideal for securing data.[1][4]Blowfish was 

designed in 1993 by Bruce Schneider as a fast, free  

alternative to existing encryption algorithms. Blowfish is 

unpatented and license-free, and is available free for all 

uses. Blowfish Algorithm is a Feistel Network, iterating a 

simple encryption function 16 times. The block size is 64 

bits, and the key can be any length up to 448 bits. th actual 

encryption of data is very efficient on large micro 

processors. Blowfish is a variable-length key block cipher. 

It is significantly faster than most encryption algorithms 

when implemented on 32-bitmicroprocessors with large data 

caches Feistel Networks A Feistel network is a general 

method[1][3] of transforming any function Feistal Network 

is given below: 

 

 Split each block into halves 

 Right half becomes new left half 

 New right half is the final result when the left half      

is XOR’d with the result of 

 Applying f to the right half and the key. 

 Note that previous rounds can be derived even if 

the function f is not invertible.[4] The Blowfish 

Algorithm 

 

       Manipulates data in large blocks 

 Has a 64-bit block size. 

 Has a scalable key, from 32 bits to at least 256 bits. 

 Uses simple operations that are efficient on 

microprocessor The Blowfish Algorithm: 

 

2. Data Encryption Standard (DES)  

    The  algorithm  is  designed  to  encipher  and  decipher 

blocks of  data  consisting  of  64 bits under control of a 64-

bit key. IP, then to a complex key-dependent  computation 

and finally  to  a  permutation  which  is  the  inverse  of  the  

initial permutation IP-1[9]. The key-dependent computation 

can be simply defined in terms of a function f, called the 

cipher function, and a function KS, called the key schedule. 

A description of the computation is given first, along with 

details as to how the algorithm is used for encipherment. 

 

V. CONCLUSIONS 

    In this paper, we consider a cloud storage system consists 

of storage servers and key servers. We integrate a newly 

proposed threshold proxy re-encryption scheme and erasure 

codes over exponents. The threshold proxy re-encryption 

scheme supports encoding, forwarding, and partial 

decryption operations in a distributed way. To decrypt a 

message of k blocks that are encrypted and encoded to n 

codeword symbols, each key server only has to partially 

decrypt two codeword symbols in our system. By using the 

threshold proxy re-encryption scheme, we present a secure 

cloud storage system that provides secure data storage and 

secure data forwarding functionality in a decentralized 

structure. Moreover, each storage server independently 

performs encoding and re-encryption and each key server 

independently perform partial decryption. Our storage 

servers act as storage nodes in a content addressable storage 

system for storing content addressable blocks. Further study 

on detailed cooperation is required.  
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