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Abstract: In progress 3-D video (3DV) technology is based on stereo systems. These systems use stereo video coding for images 

delivered by two input cameras. Here we are calculating errors while interpreting 3d video in stereoscopic process. These errors 

are mainly classified as errors occurred due to textures and errors occurred due to depth map merging. These errors are calculated 

by using a analytical model which helps to create a 3d video with better visual perceptive. This methodology is compared with 

state-of art criteria like Depth Map Coding with Alteration Estimation of Rendered View and we prove that our methodology will 

detect errors accurately and efficiently helpful in stereoscopic process.  
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I. INTRODUCTION 

     3-D video services are closer to suitable reality in the 

consumer market obligations to recent improvements on high 

worth auto-stereoscopic display technology. As 3-D video 

involves multiple video sequences captured from dissimilar 

camera positions, it becomes perplexing to transmit and store 

such large amounts of data, which has lead to significant 

interest in investigating capable view rendering methods that 

encode a limited number of assessments and their 

corresponding depth maps, with the goal to maximize quality 

of the rendered view. Several researchers have aimed to 

improve the efficiency of depth map coding by abusing 

characteristics that make it dissimilar from standard gray 

scale images. For example, typical depth maps tend to lack 

texture so that they can generally be well approximated as 

piecewise smooth signals, with relatively persistent depth 

areas separated by sharp edges where each smooth depth 

region may correspond to an object at a dissimilar depth. 

Examples of methods that take improvement of these 

characteristics of depth maps include platelet coding and 

adaptive wavelet coding techniques, which seek to design 

transform that avoid filtering across edges or object 

boundaries in a depth map. In addition, it is significant to 

note that depth maps are used to help view rendering process, 

i.e., they will not be directly displayed. Therefore, it is 

necessary to understand how the alteration in depth map will 

affect rendered view quality. 

       In standard video compression, quantization errors 

directly affect the rendered view quality by adding noise to 

the luminance or chrominance level of each pixel. In contrast, 

the alteration in the depth map will affect indirectly the 

rendered video worth the depth map error will lead to a 

geometric error in the interpolation, which in turn will 

transform into errors in the luminance or chrominance of the 

rendered view. Conversely, the change in the profundity 

guide will influence by implication the rendered feature 

worth the profundity map slip will prompt a geometric 

mistake in the addition, which thusly will change into 

blunders in the luminance or chrominance of the rendered 

view. Visually that the profundity map lapse could bring 

about adjustment at the rendered view be that as it may, 

techniques to gauge modification in the rendered perspective 

were not contemplated. Nguyen and Do determined an upper 

bound on the mean squared slip in rendered perspective 

because of geometry lapse utilizing Taylor arrangement 

expansion. Raman than and Girod used force unearthly 

thickness with Gaussian demonstrating of picture sign to 

gauge the modification in rendered perspective because of 

geometry blunder, where worldwide relationship can be 

found among the geometry error and the rendered perspective 

change. These methodologies can be utilized to examine the 

impact of geometry lapse the rendered perspective worth on 

the other hand, both the worldwide Gaussian model and 

upper bound deduction don't give an exact estimation of how 

nearby profundity coding modification lead to change in the 

rendered view. 

       In view of this, change assessments acquired utilizing the 

previously stated strategies may not be adequately exact for 

rate-adjustment (RD) streamlining inside and out guide 

coding. In our past work, the relationship among profundity 

map mistake, geometry blunder, and adjustment in the 

rendered perspective was broke down, with a worldwide 

linear model used to describe the change in the rendered 

perspective as an element of profundity guide slip. An issue 

with such an all inclusive change is, to the point that there 

may happen huge nearby misalliances, since the extricated 

perspective modification fluctuates as indicated by restricted 

qualities of the reference feature. For instance, the measure of 
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the adjustment brought on by the geometry lapse will be 

minor for a smooth district of the feature when contrasted 

with an area with complex textures. In this paper, we propose 

a basic and exact neighborhood estimation technique to 

evaluate the modification created in the rendered perspective 

because of profundity guide coding. In the first place, we 

determine a relationship among lapses in the profundity map 

and geometry slips in rendering. We then gauge the 

subsequent power modification straightforwardly. This can 

be done by making an interpretation of the geometry lapse 

into a "pixel dislodging" in the introduction process, i.e., 

pixels utilized for interpolation are moved regarding those 

that would be picked if the accurate profundity guide were 

utilized.  

      Then, for each piece in the reference outline, change is 

anticipated by figuring the lapse among every pixel and the 

pixel in a moved position (where the movement relates to the 

careful profundity blunder at that pixel). As an example, if 

there is no profundity blunder, then the pixel removal would 

be zero and there would be no force error. Alternatively, if 

there is a profundity lapse, yet the power of the picture is by 

regional standards verging on steady, change after 

displacement will be extremely minor. This methodology is 

along these lines nearby in nature, considering both the 

neighborhood value of profundity map change and nearby 

feature qualities. 

II. EXISTING METHOD 

       3D video (3DV) has fascinated much attention recently. 

3D datasets usually consist of multiple video sequences 

(texture data) captured by cameras at dissimilar positions, 

along with the associated depth images. The per-pixel depth 

information in the depth images allows synthesis of virtual 

views at user-chosen viewpoints via depth- image-based 

rendering (DIBR). Depth information could be measured 

using some range imaging devices such as time-of-flight 

cameras. Alternatively, it could be estimated from the texture 

data using computer vision techniques. In many 3DV 

applications, the quality of the synthesized view is 

imperative. The rendering quality, however, depends on 

several factors and complicated interactions among them. In 

particular, texture and depth images may contain errors due 

to imperfect sensing or lossy compression, and it is not clear 

how these errors cooperate and affect the rendering quality. 

Unlike texture errors, which cause alteration in the 

luminance/chrominance level, depth errors cause position 

errors in synthesis, and the effect is more subtle. For instance, 

the impact of depth errors would vary with the image 

contents, and images with less textures tend to be more 

resilient to the depth errors. The impact of depth errors also 

depends on the camera configuration as this affects the 

magnitudes of position errors. Along the rendering pipeline, 

depth errors are also transformed in different operations 

complicating the study of their effects. An accurate analytical 

model to estimate the rendering quality is very valuable for 

the design of 3DV systems.  

      As an example, the model may help understand under 

what conditions reducing the depth error would substantially 

improve the synthesis output. 3DVencoders can then use the 

information to decide when to allocate more bits to code the 

depth images. As another example, the model may be used to 

estimate how much improvement can be achieved by placing 

cameras closer together given other factors such as error in 

the texture data. 

III. PROPOSED METHOD 

      We first present our perspective union model, which 

comprises of frame blending so as to twist took after. Two 

reference surface frames captured by the left and right 

cameras (meant by Xl(m, n) and Xr(m, n) individually) 

alongside their related profundity images(denoted by Dl(m, 

n) and Dr(m, n) separately) are utilized to generate the 

combined casing U(m, n) at a certain virtual camera position. 

To start with, in casing twisting, pixels are replicated from Xl 

to form a middle of the road outline Ul, from position (m′, n) 

to (m, n). We accept the cameras are redressed and organized 

directly, and there exists just flat divergence given by m−m′ 

dictated by the profundity pictures, camera parameters and 

camera distance. Likewise, pixels are replicated from Xr to 

shape the middle frame Ur. At that point, Ul and Ur are 

combined (mixed) to create U. We accept converging by 

direct mix: U(m, n) = αUl(m, n) +(1−α)Ur(m, n). Here the 

weight α is controlled by the distances among the virtual 

camera position and the left/right reference camera positions. 

Practically speaking, the surface and profundity pictures are 

lossy encoded. We expect that when the reproduced 

composition/profundity pictures( ˆXl, ˆ Xr, ˆDl,Dˆr) are 

sustained into the blend pipeline, we get rendering yield W. 

Let V = U −W be the clamor in the rendering yield because 

of coding slips in composition/profundity pictures. We 

demonstrate that under sensible suspicions the aggregate 

amalgamation noise power (E[V 2]) can be assessed by 

summing two segments: one is the combination clamor 

power because of composition picture coding(E[N2]),the 

other is the union commotion power because of profundity 

picture coding(E[Z2]), i.e., 

                                            (1) 

       We talked about the estimation of E[N2] and the point of 

convergence in this paper is on the appraisal of E[Z2].We 

demonstrated that E[Z2] can be evaluated from E[Z2l ]and 

E[Z2r ], where Zl and Zr are the amalgamation clamor because 

of depth map coding in the left/right cameras separately. 

Already, we utilized force ghostly thickness to appraise 

E[Z2l] and E[Z2r]. This frequency area examination accepted 

that the fundamental image signals are spatial invariant (i.e., 

wide-sense stationary), which we found that in the current 

application this would bring about rather critical estimation 

error (we utilized a sequence specific steady to remunerate 

this disparity). In particular, crosswise over solid composition 

edges the feature substance change a great deal more quickly 

than the non-edge locales, which does not concur with the 

spatial invariant suspicion .Edge pixels show essentially 

unique relationship insights contrasted and those in the non-

edge districts (auto covariance capacity lessens altogether 

speedier in edge pixels).  

      We found that models that neglect to represent these non-

stationary attributes would bring about significant appraisal 

inconsistency in rendering quality evaluation. In particular, at 

locales where the feature substance change quickly, pixel 
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movements would bring about considerable rendering lapses, 

and these mistakes would inclination the general evaluation 

and are not irrelevant (despite the fact that edge areas are 

only minor segments in the feature frames).Subsequently, in 

this work, we propose to segment the video frame signals 

into Spatial Invariant (SI) signals and Spatial Variant(SV) 

flags, and investigate these signs with recurrence and spatial 

techniques individually. In particular, we begin by breaking 

down the inclination guide of composition picture, and parcel 

the feature outline into SI and SV districts utilizing an angle 

limit. We estimate E[Z2l ] (and in like manner belonging to SI 

and SV regions, which we denote as E[Z2l,SI] and E[Z2l,SV] 

respectively. Then E[Z2l ] = E[Z2l,SI] + E[Z2l,SV]. Frequency 

domain analysis similar to  is used for E[Z2l,SI]. In the 

following, we will discuss the estimation of 

E[Z2l,SV].Inclination based Analysis of SV Regions. To 

assess the change because of profundity slips in the spatial-

variation (SV) areas E[Z2l,SV], we handle the casing line by-

line (moreover for E[Z2r,SV]).For every line, we prepare one 

by one each SV locale (a SV district comprises of back to 

back pixels named SV).  

    Mean Yl the frame warping result utilizing ˆXl and Dl, and 

Wl the edge distorting resultusing ˆXl and ˆDl. Give us a 

chance to signify a vector SL as the pixel values of a SV 

locale of degree (width) L in Yl, and S′L as the one in Wl. 

Note that Wl (S′L) is unique from Yl (SL) singularly because 

of the way that recreated profundity is utilized as a part of 

edge distorting rather than the first profundity. Note 

additionally that we consider ˆXl here rather than Xl as we 

disintegrate the general adjustment into composition coding-

instigated change and profundity coding-affected 

modification as proposed by (1)and here we concentrate on 

profundity coding-impelled adjustment. Review that because 

of the profundity coding antiquities, there exists profundity 

slip for profundity guide, bringing about level dissimilarity 

lapse amid surface picture distorting. In particular, in SV 

locales, the sharp edge would amplify the impact of flat 

dissimilarity blunder on the rendering change among SL and 

S′L. To display the impact of both slope worth and 

profundity slip (even dissimilarity error)on the rendering 

result, we decompose SL into L inclination based 

component-vectors, such that  

                                                                 (2) 

where k = 1, 2, ・・・,L and s k is the k th angle based part 

vector, given by  

                                                                (3) 

where gk is the angle esteem at the k
th

 spatial area in SL, and 

~1k is a vector with k − 1 zeros took after by L − k + 1 ones, 

i.e., ~1k = [0, ・0| {z }k−1, 1, ・・・, 1 | {z }L−k+1]. 

Delineates an illustration of the deterioration with L = 4. 

Example of the decay of a SV district into gradient based 

component-vectors.  

     The degree of the SV locale, L, is 4 in this sample. 

Statures of the sections (bolts) in S4 are the pixel values in 

the SV district (figure on the left), while tallness of the non-

zero passages in sk is the inclination esteem at the k th area in 

the SV locale (figure on the right).Although there is no strict 

meaning of the picture composition, it is effortlessly seen by 

people and should be a rich wellspring of visual data – about 

the nature and three dimensional shape of physical items. As 

a rule, compositions are unpredictable visual examples made 

out of items, or sub patterns, that have trademark shine, 

shading, slant, size, and so on. Along these lines composition 

can be considered as a comparability gathering in an 

image(Rosenfeld 1982). The neighborhood sub pattern 

properties give ascend to the apparent lightness, uniformity, 

thickness, harshness, consistency, linearity, recurrence, stage, 

directionality, coarseness, arbitrariness, fineness, smoothness, 

granulation, and so on., of the composition in general. 

Highlight extraction is the first phase of picture surface 

investigation.  

      Results obtained from this stage are utilized for 

composition segregation, surface grouping or item shape 

determination. This survey is restricted for the most part to 

highlight extraction and surface segregation procedures. To 

portray the surface, one must characterize the primitives and 

the placement rules. The decision of a primitive (from an 

arrangement of primitives) and the chance of the picked 

primitive to be set at a particular area can be a component of 

area or the primitives close to the area. The upside of the 

basic methodology is that it conveys a decent typical 

depiction of the picture; in any case, this element is more 

valuable for blend than investigation errands. The unique 

depictions can be poorly characterized for ordinary surfaces 

in light of the variability of both miniaturized scale and 

macrostructure and no clear distinction among them. A 

capable device for fundamental composition examination is 

given by numerical morphology (Serra 1982, Chen 1994). It 

may turn out to be helpful for bone image investigation, e.g. 

for the recognition of changes in bone microstructure. Rather 

than basic strategies, measurable methodologies don't 

endeavor to see expressly the arranged structure of the 

surface. Rather, they speak to the surface in a roundabout 

way by the non-deterministic properties that represent the 

disseminations and connections between the dark levels of a 

picture. 

      Techniques in view of second-request insights (i.e. 

measurements given by sets of pixels) have been 

demonstrated to accomplish higher segregation rates than the 

force reach (change based) and basic routines. Human 

composition separation as far as surface factual properties is 

researched. In like manner, the surfaces in dark level pictures 

are segregated all of a sudden in the event that they fluctuate 

in second request minutes. Equivalent second request 

minutes, yet distinctive third-arrange minutes require keen 

subjective effort. This may be a sign that likewise for 

programmed preparing, measurements up to the second 

request may be generally imperative. The most well  known 

second-arrange measurable elements for composition 

investigation are gotten from the supposed co-event network 

(Haralick1979). They were exhibited to highlight a potential 

for viable composition discrimination in biomedical-pictures 

(Strzelecki 1995). The methodology taking into account 

multi -dimensional co-event lattices was as of late 

demonstrated to beat wavelet parcels. 
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IV. RESULTS 

       Results of this paper is shown in bellow Figs. 1 to 7. 

 
Fig.1. Texture Segmented Image. 

 
Fig.2 3D rendering Images. 

 
Fig.3 Converting 2D Images into 3D Images. 

 
Fig.4. 3D Depth Map 

 
Fig.5. Left Image.  

 
Fig.6. Right Image.  

 
Fig.7. 3D Image. 

V. CONCLUSION 

    By using above methodology we can calculate errors 

induced by varying camera angle position, lens alteration 

occurred at different angles. These texture based errors and 

depth based errors calculated from depth induced 3d video 

are calculated and analytical model is created to estimate 

alterations induced by using rendering process. These errors 

are calculated and based on these errors stereoscopic process 

will be efficiently done. 
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