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Abstract: In this brief, a low-complexity, low-memory requirement, and quality algorithm is proposed for VLSI implementation 

of an image scaling processor. The proposed image scaling algorithm consists of a sharpening spatial filter, a clamp filter, and a 

bilinear interpolation. To reduce the blurring and aliasing artifacts produced by the bilinear interpolation, the sharpening spatial 

and clamp filters are added as pre filters. To minimize the memory buffers and computing resources for the proposed image 

processor design, a T-model and inversed T-model convolution kernels are created for realizing the sharpening spatial and clamp 

filters. Furthermore, two T-model or inversed T-model filters are combined into a combined filter which requires only a one-line-

buffer memory. Moreover, a reconfigurable calculation unit is invented for decreasing the hardware cost of the combined filter. 

Moreover, the computing resource and hardware cost of the bilinear interpolator can be efficiently reduced by an algebraic 

manipulation and hardware sharing techniques. The VLSI architecture in this work can achieve 197MB memory, 4.004 delay, and 

0.030MW power consumption. Compared with previous low-complexity techniques, this work reduces gate counts and requires 

only a one-line-buffer memory. 
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I. INTRODUCTION 

Image scaling has been widely applied in the fields of 

digital imaging and mainly on Electronic based imaging 

devices. Image scaling is the process of scaling down the 

high – quality frames or pictures to fit small size LCD panel 

of electronic displays as digital PDA’s are growing fast. 

Scaling algorithm can be classified into two types as 

polynomial-based and non-polynomial-based. Nearest 

neighbor algorithm is the uncomplicated polynomial 

algorithm, but resultant images are with full of aliasing 

artifacts. Bilinear interpolation algorithm and Bi-cubic 

algorithm are the other polynomial based methods widely 

used to target the pixels. For the past decade many non-

polynomial high performance methods have been proposed 

[4]. The techniques like bilateral filter, interpolation, and 

autoregressive model. These methods are used to boost the 

image quality by reducing the artifacts. These Image scaling 

algorithms are very complex to implement in VLSI. Thus, for 

fast, real time applications, less complexity based algorithms 

are necessary. Area pixel model Winscale method is 

previously proposed for less complexity methods. Adding of 

sharpening spatial and clamp filers [3] effectively improves 

the image quality with bilinear interpolation algorithm. By 

these cost of the hardware and memory also reduced.The 

design and implementation of image processing algorithms in 

VLSI is an expanding area of research. The complexity of 

VLSI design is the main obstacle that blocks the widespread 

use of it in real time image processors. In this work a high 

quality algorithm with low complexity and low memory is 

used. To reduce the memory requirement and computation 

cost filter combining, hardware sharing and reconfigurable 

techniques had been used in the scaling algorithm. Due to 

computational efficiency and qualitative stability bilinear 

interpolation algorithm is selected by trading off complexity 

and quality. Because of its low complexity and simple 

architecture bilinear interpolation [10] is efficient for VLSI 

implementation. The coding can be synthesized using Xilinx 

ISE Design Suite. 

II. LITERATURE REVIEW 

In this section some related works are discussed below. 

A brief introduction to blocks in image scaling processor is 

given below. Many different VLSI architectures have been 

proposed for image scaling over the literature survey [8]-

[11]-[5]. For bilinear interpolation technique they can be well 

characterized with respect to zooming image and less delay 

as well as suitability for logic optimization and synthesis. 

 

A. Comparison of different interpolations 

1. VLSI Architectures for Image Interpolation 

     Image interpolation is a method of estimating the values at 

unknown points using the known data points. This procedure 

is used in expanding and contrasting digital images. In this 
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survey, different types of interpolation algorithm and their 

hardware architecture have been analyzed and compared. 

They are bilinear, winscale, bi-cubic, linear convolution, 

extended linear, piecewise linear, adaptive bilinear, first 

order polynomial, and edge enhanced interpolation 

architectures. The algorithms are implemented for different 

types of field programmable gate array (FPGA) and/or by 

different types of complementary metal oxide semiconductor 

(CMOS) technologies like TSMC 0.18 and TSMC 0.13. 

These interpolation algorithms are compared based on 

different types of optimization such as gate count, frequency, 

power, and memory buffer. The goal of this work is to 

analyze the different very large scale integration (VLSI) 

parameters like area, speed, and power of various 

implementations for image interpolation. From the survey 

followed by analysis, it is observed that the performance of 

hardware architecture of image interpolation can be improved 

by minimising number of line buffer memory and removing 

superfluous arithmetic elements on generating weighting 

coefficient. 

 

2. Interpolation Methods 

  This chapter briefs a review of different image interpolation 

algorithms such as winscale, bi-cubic, linear, polynomial 

convolution, bilinear, and adaptive scaling algorithms. 

Various algorithms are discussed by their hardware 

characteristics and visual quality. The hardware 

characteristics such as area utilization and speed and power 

consumptions are mainly focused upon. The quality of the 

interpolation algorithms can be expressed in dB (decibel) 

with peak signal-to-noise ratio (PSNR) of scaled image and 

the original image. 

 

3. Digital Image Scaling Algorithm 

     Andreadis and Amantiadis [6] proposed an image 

interpolation algorithm for both grayscale and colour images 

of any resolution in any scaling factor .This algorithm uses a 

mask of maximum four pixels and calculates the final 

luminosity of each pixel combining two factors such as the 

percentage of area that mask covers from each source pixel 

and the difference in luminosity between the source pixels. 

This interpolation operates on linear area domain and uses 

continuous area filtering. It can perform both upscale and 

downscale processes for fast real-time implementation. This 

method is implemented on Quartus II FPGA with the 

operating frequency of 55 MHz. The hardware architecture of 

this interpolation uses 20 additions and 13 multiplications. 

The root mean square error (RMSE) of this method is very 

less than the RMSE of other interpolation scheme like nearest 

neighbour, bilinear, and winscale. 

 Line buffer 

 Register bank 

 Sharpening filter 

 Clamp filter 

 Reconfigurable calculation unit 

 Multiplier adder unit 

 Bilinear interpolator 

 

4. An Edge-Oriented Image Scaling Algorithm 

      An edge-oriented area-pixel scaling algorithm has been 

presented by Chen et al [6]. This algorithm aims to achieve 

low cost; the area-pixel scaling technique is implemented 

with low-complexity VLSI architecture in this design. A 

simple edge catching technique is adopted to preserve the 

image edge features effectively so as to achieve better image 

quality. This scaling processor can support floating-point 

magnification factor and preserve the edge features 

efficiently by taking into account the local characteristic that 

existed in those available source pixels around the target 

pixel. Furthermore, it handles streaming data directly and 

requires only small amount of memory like one-line buffer 

rather than a full frame buffer. The FPGA implantation of 

this method is obtained by Xilinx Virtex-II XC2VP50. The 

FPGA implementation utilizes only about 581 CLBs but the 

bi-cubic algorithm utilizes about 890 CLBs. Thus, the seven 

stage pipelined VLSI architecture of this image scaling 

processor contains 10.4 K gate counts and yields a processing 

rate of about 200 MHz by using TSMC 0.18 μm technology, 

but the bi-cubic architecture  utilizes about 29 K gates. The 

quality comparison shows that this method has higher PSNR 

as 38.16 than the other methods such as nearest neighbour, 

bilinear, bi-cubic, area-pixel scaling, and winscale 

algorithms. The PSNR is obtained for the test image (crowd) 

for image reduction from the size of 600 × 600 to 512 × 512. 

 

III. PROPOSED SCALING ALGORITHM 

   Fig1 shows the block diagram of the proposed scaling 

algorithm. The sharpening spatial and clamp filters act as 

pre- filters to reduce blurring and aliasing artifacts produced 

by the bilinear interpolation. The input pixels of the original 

images are filtered by the spatial filter to remove associated 

noise and enhance the edges. 

 
Fig.1. shows the block diagram of the proposed scaling 

algorithm for image zooming. 

To decrease the blurring and aliasing artifacts caused by 

the bilinear interpolation, the sharpening spatial filter and 

clamp filter are added as prefilters. Initially, the input pixels 

of the images existing from the beginning are passed through 

a filter by the sharpening spatial filter to extend the edges and 

get rid of associated noise. Next, the filtered pixels are passed 

through a filter again by the clamp filter to smooth the noise 

and interpolate the missing samples along the edge direction. 

Coming to the end, the pixels are again filtered by the 

prefilters and then moved to the bilinear interpolation to 

perform up-1 downscaling. To protect the calculating 

resource and memory buffer, these prefilters are made 

understandable and joined to form a combined filter. 

Unwanted discontinuous edges and boundaries are filtered by 

clamp filter. To conserve computing resource and memory 

buffer, these two filters are simplified and combined into a 

combined filter. 
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A. Clamp Filters and sharpening filter 

   The sharpening spatial filter, a kind of high-pass filter, is 

used to reduce blurring artifacts and defined by a kernel to 

increase the intensity of a center pixel relative to its 

neighboring pixels. The clamp filter, a kind of low-pass filter, 

is a 2-D Gaussian spatial domain filter and composed of a 

convolution kernel array. It usually contains a single positive 

value at the center and is completely surrounded by ones. The 

clamp filter is used to reduce aliasing artifacts and smooth 

the unwanted discontinuous edges of the boundary regions. 

The sharpening spatial and clamp filters can be represented 

by convolution kernels. A larger size of convolution kernel 

will produce higher quality of images. However, a larger size 

of convolution filter will also demand more memory and 

hardware cost. For example, a 6 × 6 convolution filter 

demands at least a five-line-buffer memory and 36 arithmetic 

units, which is much more than the two-line-buffer memory 

and nine arithmetic units of a 3 × 3 convolution filter. In our 

previous work, each of the sharpening spatial and clamp 

filters was realized by a 2-D 3 ×3 convolution kernel as 

shown in Fig. 3.3. It demands at least a four-line-buffer 

memory for two 3 × 3 convolution filters.  

 

    For example, if the image width is 1920 pixels, 4 × 1920 × 

8 bits of data should be buffered in memory as input for 

processing. To reduce the complexity of the 3 × 3 

convolution kernel, a cross-model formed is used to replace 

the 3 × 3 convolution kernel, as shown in Fig. 2(b). It 

successfully cuts down on four of nine parameters in the 3 × 

3 convolution kernel. Furthermore, to decrease more 

complexity and memory requirement of the cross-model 

convolution kernel, T-model and inversed T-model 

convolution kernels are proposed for realizing the sharpening 

spatial and clamp filters. As shown in Fig. 2(c), the T-model 

convolution kernel is composed of the lower four parameters 

of the cross-model, and the inversed T-model convolution 

kernel is composed of the upper four parameters. In the 

proposed scaling algorithm, both the T-model and inversed 

T-model filters are used to improve the quality of the images 

simultaneously. The T-model or inversed T-model filter is 

simplified from the 3 × 3 convolution filter of the previous 

work, which not only efficiently reduces the complexity of 

the convolution filter but also greatly decreases the memory 

requirement from two to one line buffer for each convolution 

filter. The T-model and the inversed T-model provide the 

low-complexity and low memory- requirement convolution 

kernels for the sharpening spatial and clamp filters to 

integrate the VLSI chip of the proposed low-cost image 

scaling processor. 

 

B. Combined Filter  

     The sharpening spatial filter and clamp filter can be 

represented by convolution kernels [4]. Convolution kernel is 

the matrix of weights. The image quality can be increased if a 

large sized convolution kernel is used. But this increases the 

hardware cost and memory requirement. For example, the 

use of a 3×3 convolution sharpening spatial filter and 3×3 

convolution clamp filter produces a 5×5 combined filter is 

shown in Figure 

 
Fig.2.Combination of clamp and sharpening filter. 

Where S and C are the sharpening and clamp filter 

parameters. This requires four line buffer memory and twenty 

five arithmetic units. To reduce the complexity the 3×3 

convolution kernel can be replaced by a cross model which 

cuts down four parameters. For further improvement a T-

model or inverse T-model convolution kernel can be used to 

design the filters. Then, two line buffers are required to store 

input data or intermediate values of filtering. The filter 

combining technique can be used to decrease the memory 

requirement to one line buffer and computation cost can also 

be decreased. The 3×3, cross model and T-model convolution 

kernels are shown in Figure. In proposed scaling algorithm, 

the input image is filtered by a sharpening spatial filter and 

then filtered by a clamp spatial filter again. Although the 

sharpening spatial and clamp filters are simplified by T-

models and inversed T-models, it still needs two line buffers 

to store input data or intermediate values for each T-model or 

inversed T-model filter. Thus, to be able to reduce more 

computing resource and memory requirement, sharpening 

spatial and clamp filters, which are formed by the T-model or 

inversed T-model, should be combined together into a 

combined filter. 

A T-model sharpening spatial filter and a T-model clamp 

filter have been replaced by a combined T-model filter as 

shown in (3). The combined inversed T-model filter can be 

produced in the same way. In the new architecture of the 

combined filter, the two T-model or inversed T-model filters 

are combined into one combined T-model or inversed T-

model filter. By this filter-combination technique, the 

demand of memory can be efficiently decreased from two to 

one line buffer, which greatly reduces memory access 

requirements for software systems or hardware memory costs 

for VLSI implementation. In Fig.5, the stages 1 and 2 show 

the computational scheduling of a T-model combined and an 

inverse Tmodel filter. The T-model or inversed T-model 

filter consists of one multiplier–adder, three reconfigurable 

calculation units, three adders (+), three subtracters (−), and 

three shifters. The values of the ten source pixels can be 

obtained from the register bank as mentioned earlier.       

Bilinear interpolation is an image-restoring algorithm, which 
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linearly interpolates four nearest-neighbour pixels of an 

unrestored image to obtain the pixel of a restored image. The 

principle of the bilinear interpolation algorithm is that it 

executes linear interpolation in one direction, and then 

repeating the same function in the other direction. Fig.4 

depicts a block which includes 8 input pixels of the original 

image. In the proposed scaling algorithm, the bilinear 

interpolation method is selected because of its characteristics 

with low complexity and high quality. The bilinear 

interpolation is an operation that performs a linear 

interpolation first in one direction and, then again, in the 

other direction.  

 
Fig.3.weigts of the convolution kernels (a) 3x3 convolution 

kernel (b) cross model convolution kernel (c) T-model 

and inverse T-model. 

 
Fig.4. Block diagram of the VLSI architecture for 

proposed real-time image scaling processor. 

    The output pixel P(k,l) can be calculated by the operations 

of the linear interpolation in both x- and y-directions with the 

four nearest neighbor pixels. The target pixel P(k,l) can be 

calculated by  

             (1)                      

  The stages 3, 4, 5, and 6 in Fig.5 show the four-stage 

pipelined architecture of the bilinear interpolation. The two-

stages of pipelined multipliers are used to shorten the delay 

path of the bilinear interpolator. The input values of P'(m, n) 

and P'(m,n+1) are obtained from the combined filter and 

symmetrical circuit. The bilinear interpolator circuit results in 

P(k,l). 

 
Fig.5. Six-stage pipelined architecture of the combined 

filter and bilinear interpolator. 

     The original equation of bilinear interpolation is presented 

and the simplifying procedures of bilinear interpolation can 

be described. Since the function of dy × (P(m,n+1) − P(m,n)) 

+ P(m,n) appears twice in, one of the two calculations for this 

algebraic function can be reduced by the characteristic of the 

executing direction in bilinear interpolation, the values of dy 

for all pixels that are selected on the vertical axis of n row 

equal to n + 1 row, and only the values of dx must be 

changed with the position of x. The result of the function 

“[P(m,n) + dy × (P(m,n+1) − P(m,n))]” can be replaced by 

the previous result of “[P(m+1,n) + dy × (P(m+1,n+1) − 

P(m+1i,n))]” as shown in (4). The simplifying procedures 

successfully reduce the computing resource from eight 

multiply, four subtract, and three add operations to two 

multiply, two subtract, and two add operations. where 

P(m,n), P(m+1,n), P(m,n+1), and P(m+1,n+1) are the four 

nearest neighbor pixels of the original image and the dx and 

dy are scale parameters in the horizontal and vertical 

directions. By (2), we can easily find that the computing 

resources of the bilinear interpolation cost eight multiply, 
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four subtract, and three addition operations. It costs a 

considerable chip area to implement a bilinear interpolator 

with eight multipliers and seven adders. Thus, an algebraic 

manipulation skill has been used to reduce the computing 

resources of the bilinear interpolation.  

     The original equation of bilinear interpolation is presented 

in(2), and the simplifying procedures of bilinear interpolation 

can be described from (2)–(4). Since the function of dy × 

(P(m,n+1) − P(m,n)) + P(m,n) appears twice in (4), one of 

the two calculations for this algebraic function can be 

reduced. 

               (2) 

               (3) 

           (4) 

    By the characteristic of the executing direction in bilinear 

interpolation, the values of dy for all pixels that are selected 

on the vertical axis of n row equal to n + 1 row, and only the 

values of dx must be changed with the position of x. The 

result of the function ―[P(m,n) + dy × (P(m,n+1) − P(m,n))] 

can be replaced by the previous result of ―[P(m+1,n) + dy × 

(P(m+1,n+1) − P(m+1i,n))]‖ as shown in (4). The simplifying 

procedures successfully reduce the computing resource from 

eight multiply, four subtract, and three add operations to two 

multiply, two subtract, and two add operations. 

 

IV. RESULTS 

    As per the six stage pipeline architecture, the image is 

initially passed through the combined filter, where the 

aliasing and blurring effects are removed. After that bilinear 

interpolation is performed on the filtered output to obtain a 

scaled image. The input image used for the image scaling 

process is jpg image. The image matrix is represented by 

256x 256 pixels, which totally contains 65536 bytes pixel 

values. 

 
Fig.6. Input Image. 

 
Fig.7. Input Image pixel file created from matlab 

(256*256). 

 
Fig. 8. Design summery report of proposed novel image 

scaling technique. 
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   The filtered pixels p’(m, n) and p'(m, n+ 1) are given as 

input to the bilinear interpolator. The fig.8 shows the bilinear 

interpolation output waveform with new scaled pixels. The 

scaled output image pixel values displayed using the xilinx 

software. The output image pixels of size 512 x512 is 

obtained. The total estimated power consumption of this 

image scaling algorithm is 0.03W with peak memory usage 

of about197972kb. 

 
Fig.9.Bilinear interpolation output waveform with scaled 

Pixel values 
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