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Abstract: A distributed system is a collection of computers that are spatially separated and do not share a common memory and 

global clock. The existence of mobile nodes in a distributed system introduces new issues that need proper handling while 

designing a check pointing algorithm for such systems. These issues are mobility, disconnections, finite power source, vulnerable 

to physical damage, lack of stable storage etc. The location of an MH within the network, as represented by its current local MSS, 

changes with time. Therefore, we propose that in the first phase, all concerned MHs will take ad hoc  checkpoint only. In case of 

an MH, ad hoc   checkpoint is stored on the memory of MH only. In this case, if some process fails to take checkpoint in the first 

phase, then MHs need to abort their ad hoc checkpoints only. In this way, we try to minimize the loss of check pointing effort 

when any process fails to take its checkpoint in coordination with others. 
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I. INTRODUCTION 

     A distributed system is a collection of independent entities 

that cooperate to solve a problem that cannot be individually 

solved. A distributed system can be characterized as a 

collection of mostly autonomous processors communicating 

over a communication network. In a distributed system, there 

exists no system wide common clock (global clock). In other 

words, the notion of global time does not exist. Due to the 

absence of global time and shared memory, it is difficult to 

reason about the temporal order of events in a distributed 

system. Hence, algorithms for a distributed system are more 

difficult to design and debug compared to algorithms for 

centralized systems. In addition, the absence of a global clock 

makes it harder to collect up to- date information on the state 

of the entire system. The World Wide Web is used by 

millions of people daily for an assortment of purposes 

including email, reading news, downloading music, online 

shopping or simply accessing information about anything. 

Using a customary web browser, the user can access 

information stored on Web servers sited wherever on the 

sphere. 

II. IMPLEMENTATION 

     Khatri Y. proposed a message- induced check pointing 

scheme with the exception that processes will not take any 

basic checkpoints. A process will take a checkpoint only 

when it receives a message from the other process. Here apart 

from this message-induced checkpoint, a new kind of forced 

checkpoint is incorporated to ensure a small re-execution of 

the processes after recovery from a failure. The proposed 

algorithm runs periodically to find out the set of globally 

consistent checkpoints (GCC). In case of failure, participating 

processes just need to roll back to their previous checkpoints. 

Recovery is as simple as in case of synchronous approach and 

further no coordination is required among processes. 

Proposed the concept of Soft Checkpoint based Coordinated 

Checkpoint protocol. In this algorithm Suppose, during the 

execution of the check pointing algorithm, Pi takes its 

checkpoint and sends m to Pj. 

III. DISCUSSION 

A. Algorithm  

First Phase of the Algorithm: When a process, say Pi, 

running on an MH, say MHi, initiates a check pointing, it 

sends a checkpoint initiation request to its local MSS. The 

initiator MSS maintains the dependency vector of Pi. On the 

basis of dependency vector, the set of dependent processes of 

Pi form the minimum set. The initiator MSS broadcasts 

volatile checkpoint request to all MSSs. When an MSS 

receive checkpoint request along with minimum set, it checks, 

if any processes in minimum set are in its cell. If so, the MSS 

broadcast the volatile checkpoint request message to all MH.  

The processes which are included in the minimum set will 

take volatile checkpoint and sends a response to its local 

MSS. After receiving response messages from the processes 

the local MSS sends a response to the initiator MSS. In the 

first phase, all process takes the volatile checkpoints instead 

of tentative checkpoint. 

Second Phase of the Algorithm: After receiving response at 

the initiator MSS from every MSS algorithm enters the 

second phase. If the initiator MSS comes to know that all 

relevant processes have taken their volatile checkpoints 

successfully, it asks them to convert their volatile checkpoints 

into tentative ones. Alternatively, if initiator MSS comes to 

know that some process has failed to take its volatile 

checkpoint in the first phase, it issues abort request to all 

MSS. In this approach the MHs need to abort only the volatile 
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checkpoints not the tentative ones. In this algorithm we try to 

reduce the cost of check pointing effort in case of abort of 

check pointing algorithm in first phase. 

Third Phase of the Algorithm: Finally, when the initiator 

MSS comes to know that all processes in the minimum set 

have taken their tentative checkpoints successfully, it issues 

commit request to all MSSs. When a process in the minimum 

set gets the commit request, it converts its tentative 

checkpoint into permanent one and discards its earlier 

permanent checkpoint, if any. 

IV. OVERVIEW OF CHECK POINTING 

A. Protocol 
    Checkpoint is defined as a designated place in a program at 

which normal processing is interrupted specifically to 

preserve the status information necessary to allow resumption 

of processing at a later time. Check pointing is the process of 

saving the status information. A checkpoint of a process is the 

information about the state of a process at some instant of 

time. Fault tolerance through checkpoint and recovery 

techniques includes taking check- point of an application 

process periodically, and logging the checkpoint in a stable 

storage which is immune to failures. Checkpoint of an 

application process is the information about the state of the 

process and can be used to restart it from a state 

corresponding to the checkpoint. On the other hand, roll back 

recovery for an application is defined as the procedure for 

restarting the application process from a checkpoint stored in 

stable storage. A checkpoint can be saved on either stable 

storage or the volatile storage of another process, depending 

on the failure scenarios to be tolerated. For long-running 

scientific applications, check pointing and rollback-recovery 

can be used to minimize the total execution times in the 

presence of failures. 

VI. HANDLING FAILURES 

INCOORDINATEDCHECKPOINTING 

      A distributed system is a collection of independent entities 

that cooperate to solve a problem that cannot be individually 

solved. A mobile computing system is a distributed system 

where some of processes are running on mobile hosts (MHs), 

whose location in the network changes with time. In 

minimum-process check pointing protocols, some useless 

checkpoints are taken or blocking of processes takes place. In 

this chapter, we propose a minimum-process coordinated 

check pointing algorithm for non-deterministic mobile 

distributed systems, where no useless checkpoints are taken. 

An effort has been made to minimize the blocking of 

processes and synchronization message overhead. We capture 

the partial transitive dependencies during the normal 

execution by piggybacking dependency vectors onto 

computation messages. Frequent aborts of check pointing 

procedure may happen in mobile systems due to exhausted 

battery, non-voluntary disconnections of MHs, or poor 

wireless connectivity. 

 

VII. BACKGROUND 

    Most of the existing coordinated check pointing algorithms 

rely on the two-phase protocol and save two kinds of 

checkpoints on the stable storage: tentative and permanent. In 

the first phase, the initiator process takes a tentative 

checkpoint and requests all or selective processes to take their 

tentative checkpoints. If all processes are asked to take their 

checkpoints, it is called all-process coordinated check 

pointing. Alternatively, if selective communicating processes 

are required to take checkpoints, it is called minimum-process 

check pointing each process informs the initiator whether it 

succeeded in taking a tentative checkpoint. After the initiator 

has received positive acknowledgments from all relevant 

processes, the algorithm enters the second phase. 

Alternatively, if a process fails to take its tentative checkpoint 

in the first phase, the initiator process requests all or 

concerned processes to abort their tentative checkpoint. If the 

initiator learns that all concerned processes have successfully 

taken their tentative checkpoints, the algorithm enters in the 

second phase and the initiator asks the relevant processes to 

make their tentative checkpoints permanent. In order to record 

a consistent global checkpoint, when a process takes a 

checkpoint, it asks (by sending checkpoint requests to) all 

relevant processes to take checkpoints. Therefore, coordinated 

check pointing suffers from high overhead associated with the 

check pointing process. Much of the previous work in 

coordinated check pointing has focused on minimizing the 

number of synchronization messages and the number of 

checkpoints during the check pointing process. However, 

some algorithms (called blocking algorithm) force all relevant 

processes in the system to block their computations during the 

check pointing process. Check pointing includes the time to 

trace the dependency tree and to save the states of processes 

on the stable storage, which may be long. Moreover, in 

mobile computing systems, due to the mobility of MHs, a 

message may be routed several times before reaching its 

destination. Therefore, blocking algorithms may dramatically 

reduce the performance of these systems recently, non-

blocking algorithms have received considerable attention. In 

these algorithms, processes need not block during the check 

pointing by using a check pointing sequence number to 

identify orphan messages. Moreover, these algorithms require 

all processes in the system to take checkpoints during check 

pointing, even though many of them may not be necessary.  

VIII. MOBILE DISTRIBUTED SYSTEMS 

    A Mobile distributed system is a collection of independent 

entities that cooperate and co-ordinate  to solve a problem 

with the help of mobile protocols. A message passing system 

consists of N fixed number of nodes that communicate each 

other only through messages. Some of the nodes may change 

their location with time. They are referred to as mobile hosts 

or MHs Static Nodes are referred to as mobile support 

stations or MSSs are connected to each other by a Static 

Network. An MH can be directly connected to at most one 

MSS at any given time and can communicate with other MHs 

and MSSs only through the MSS to which it is directly 

connected. The system does not have any shared memory or a 
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global clock. Hence all the communication and 

synchronization takes place through messages. The messages 

generated by underlying distributed application will be 

referred to as computation messages. Messages generated by 

the nodes to advance checkpoints, handle failures and for 

recovery will be referred to as system messages. Processes 

have access to a stable storage device that survives failures. 

Mobile Hosts (MHs) are increasingly becoming common in 

distributed systems due to their availability, cost, and mobile 

connectivity. An MH is a computer that may retain its 

connectivity with the rest of the distributed system through a 

wireless network while on move. An MH communicates with 

the other nodes of the distributed system via a special node 

called mobile support station (MSS). A “cell” is a 

geographical area around an MSS in which it can support an 

MH.  

IX. CONCLUSION 

      We have made a study of the existing check pointing 

protocols for distributed and mobile systems. We have 

proposed a minimum-process check pointing protocol for 

non-deterministic mobile distributed systems, where no 

useless checkpoints are taken and an effort has been made to 

minimize the blocking of processes. We try to reduce the 

check pointing time and blocking time of processes by 

limiting check pointing tree which may be formed in other 

algorithms. We captured the transitive dependencies during 

the normal execution by piggybacking dependency vectors 

onto computation messages.  The Z-dependencies are well 

taken care of in this protocol. We also try to reduce the loss of 

check pointing effort when any process fails to take its 

checkpoint in coordination with others. Frequent aborts of 

check pointing procedure may happen in mobile systems due 

to exhausted battery, non-voluntary disconnections of MHs, 

or poor wireless connectivity.    Therefore, we proposed  that 

in the first phase, all concerned MHs will take ad hoc  

checkpoint only. Ad hoc  checkpoint is stored on the memory 

of MH only. In this case, if some process fails to take 

checkpoint in the first phase, then MHs need to abort their 

mutable checkpoints only. In this way, we try to minimize the 

loss of check pointing effort when any process fails to take its 

checkpoint in coordination with others. 

Future Scope: We have avoided the concurrent executions of 

the proposed protocols. The proposed algorithms need to be 

modified for allowing concurrent executions of both the 

algorithms.  There are hardly any check pointing schemes for 

ad hoc networks. The check pointing schemes designed for 

distributed systems or mobile distributed systems may not be 

applicable for ad hoc networks due to certain issues with 

them. Therefore, there is a scope for modifying existing check 

pointing schemes designed for distributed or mobile systems 

for their suitability for ad hoc networks. One should further 

try to minimize. 
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