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Abstract:The High Power Amplifier(HPA) has, of late, surfaced as an essential element for any type of wireless communication 

systems. To get superior energy-efficiency, the HPA is expected to function at the saturation level, leading to the generation of 

the non linear outputs. For the purpose of averting the non-linearization in HPA, a pre-distorter is appropriately devised and 

placed in front of the HPA. In this paper, an innovative pre-distorter is devised by employing Particle Swarm Optimization 

(PSO) and Genetic Algorithm (GA) optimization algorithms. The pre-distorter is built up by means of a memory wiener HPA 

model. The new approach is performed in the working platform of the MATLAB and the outputs achieved are assessed and 

appraised. The pre-distortion using GA has produced better results in terms of MSE compared to that produced using PSO. 
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I. INTRODUCTION 
    Powers amplifiers (PAs) are designed to raise up the power 

level of the signal before transmitting it to the antenna. They 

also shows the memory effects [1], which is undesirable. 

Further, they tend to be invariably nonlinear. The amplifiers 

which are incredibly linear with superb effectiveness have 

become a rare specimen. The Pre-distorter recompenses for 

the nonlinear distortion envisaged by the PA by working on 

the input signal.  The theory of the digital pre-distorter (DPD) 

is easy to comprehend. Here, a nonlinear distortion function is 

generated within the digital horizon which represents the 

inverse of the amplifier function [2]. The DPD will be 

connected in front of the PA. In fact, it is very easy to realize 

an incredibly linear and inferior distortion system in principle, 

by blending the two nonlinear systems (DPD and PA) in 

series. The process followed in this paper offer the pre-

distortion before the power amplifier with the help of the 

optimization method to achieve linearity in the combined 

system. The PA is modelled using Wiener model and the pre-

distorter is designed using Hammerstein model.  At the output 

of wiener HPA model, the authentic constraint vector is 

achieved and it is optimized by means of optimization 

approaches [3] such as Particle swarm optimization (PSO) [4] 

and Genetic Algorithm (GA). In SectionII, a brief account of 

the wiener HPA model and basics of PSO and GA are given 

which is used for the optimization of Wiener HPA results to 

devise a pre-distorter. SectionIII describes the predistorter 

design. The test outcomes and consequential appraisal are 

presented in SectionIV. Finally, the conclusions are 

effectively exhibited in SectionV. 

II. POWER AMPLIFIER MODEL 

    Most commonly used power amplifier model is wiener 

model which incorporates a memoryless nonlinearity 

preceded by a linear filter[2]. The inverse of wiener model 

can be easily implemented by using Hammerstein model (a 

linear filter preceded by a memoryless nonlinearity). The 

memory effect of power amplifier can be represent by linear 

filter of order  Kl  and is represented by [1]  

 

H z =  hiz
−iK l

i=0                             (1) 

 

Where, the linear filter coefficient vector can be represented 

by 

     h = [h0 h1 …hK l  ]
T                           (2) 

     The PA provides amplitude and phase distortion to the 

input signal applied to it [5] and this can be considered as the 

traveling wave tube (TWT) nonlinearity. Let x(k) be the input 

signal applied to the memory power amplifier, then the output 

from linear filter can be given by 

 

 w(k) =  hix(k − i)
kl
i=0                    (3) 

 

     Which is the input to the TWT nonlinearity and the 

distorted output from the wiener model can be denoted as: 

 

y k = A(ew k ). exp  j(ψ k + ϕ ew k               4) 

 

     Where  ew k  and ϕ ew  k   indicates the amplitude and 

the phase of the complex signal w(k) respectively, also 

A(ew k ) and ψ k  defines the amplitude distortion and 

phase distortion produced by the nonlinearity respectively. 

The expression for the nonlinearity is given below: 

 

A e =  

αa e

1+βa e2  ,0 ≤ e ≤ esat

Amax ,       e > esat

                       (5) 
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ϕ e =
α∅e2

1+β∅e2                                       (6) 

 

     In above equation  t = [αa  βa  α∅ β∅]T gives the parameter 

vector for TWT nonlinearity [6], e is the amplitude of input 

given to memory less nonlinearity, esat  is the saturating input 

and Amax  is the output saturation amplitude. The expression for 

input and output saturation can be represented as: 

 

esat =
1 

 βa
                                    (7) 

Amax =
αa  

2 βa
                                (8) 

 

     The wiener power amplifier‟s linear filter coefficients and 

nonlinearity coefficients are assigned with typical values [1] 

as h
T
= [0.7692 0.1538 0.0769] and t

T
= [2.1587 1.15 4.0 2.1]. 

 

A. Wiener Model Identification 
    For the identification purpose a normalized 64-QAM signal 

was generated [2]. The generated QAM signal was applied to 

wiener model to create training data set {x(k),y(k)}, where 

x(k) is the input QAM and y(k) is output from the model, the 

diagram is shown in fig.1. The true parameter of memory 

high power amplifier is estimated using the training data. The 

true parameter vector is defined as: 

 

α = [α1 α2 … αNα
]T                        (9) 

where Nα represents the total number of parameter to be 

estimated, that is the sum of number of linear filter 

coefficients and number of nonlinearity coefficients. 

 

 
Fig 1. Wiener Model Identification and Predistorter 

Design. 

 

The training data input x(k) is applied to the model and 

measured output y(k) usually is corrupted by the small noise 

.The output from the estimated wiener model is denoted by 

ŷ(k). The error results between the desired output y(k) and the 

model output ŷ(k) is e(k)=y(k)- ŷ(k), thus mean square error 

cost function can be given by  

J(α ) =
1

K
  e k  2K

k=1                            (10) 

 

 The true parameter vector α is estimated by finding the 

solution of the following optimization problem   

 

α = arg minα ∈Ø J(α )                             (11) 

Where  the search space is given as 

 

Ø ≜   αi,min     αi,max  
Nα
i=1                          (12) 

     The true parameter α is an element of the search space. 

The cost function (10) is a nonlinear function and has local 

minima. The above challenging identification problem is 

solved here using PSO and GA algorithms. 

 

B. PSO 

For solving the optimization problem (11) to find a 

solution α  using PSO algorithm the swarm size (S), number of 

iterations (Lmax) and the search space( ) are needed to be 

determined.Eachswarmposition α  m = [α 1 m   α 2 m  … α Nα
 m ]T  

has Nα–dimensional velocity v m = [v1 m  v2 m …vNα
 m ]T   to 

direct its search, and with the velocity space is given as  

V ≜   −vi,max     vi,max  
Nα
i=1                         (13) 

Where,vi,max = (1/2) αi,max − αi,min  .  

 

     At the beginning of PSO, the particles are initialized 

randomly within search space, and the velocity for each 

particle is initialized to zero . The cognitive information 

pbl m  (personal best) and the social information gbl   (global 

best) record the best position visited by the particle m and the 

best position visited by the entire swarm, respectively, during 

the l movements. The MSE costs associated with pbl m   and 

 gbl   are given by  J(pbl m )  and J(gbl) , respectively. Using 

pbl m  and  gl  the velocities and positions are updated 

according to, 

 

vl+1 m = Iω ∙ vl m + rand ∙ c1 ∙  pbl m − α l m  +

rand ∙ c2. ( gbl − α l m )                         (14) 

α l+1 m = α l m + vl+1 m                     (15) 

     Where Iω  indicates the inertia weight, rand is the random 

number uniformly distributed in [0, 1], c1 and c2 are the two 

acceleration coefficients. To obtain improved results we take 

Iω = rand instead of a constant inertia weight [4]. The time 

varying acceleration coefficients were chosen as which can 

often enhance the performance of PSO ([4]-[8]) in which. 

c1 = 2.5 −  2.5 − 0.5 ∙ l
Lmax
 , 

c2 = 0.5 +  2.5 − 0.5 ∙ l
Lmax
 ,                 (16) 

The implementation of the wiener power amplifier model 

was carried out with linear filter coefficients h
T
=[0.7692 

0.1538 0.0769] and nonlinearity coefficients t
T
=[2.1587 1.15 

4.0 2.1]. Swarm size will be set to 20 and the number of 

iterations and Lmax=80. In this work in order to preserve the 

model characteristics search space is reduced. That is the 

upper and lower limits are selected to be [0.8, 0.2, 0.1, 2.3, 

1.3, 4.2, 2.2] and [0.6 0.1 0.0 2.0 1.1 3.8 1.9] respectively 

C. Genetic Algorithm (GA) 
     The Genetic Algorithm represents an adaptive global 

search technique in accordance with the evolutionary data of 

genetics. For the purpose of solving the optimization 

challenges the Genetic Algorithm is effectively utilized as an 

arbitrary search technique.  In the GA, the Iterations are 
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represented as the generation of modernized solutions and the 

population is characterized as the chromosomes. The number 

of solution or hidden neuron is set to the 20. Total number of 

iteration is made equal to 100. Upper bound (Ub) is set to [0.8 

0.2 0.1 2.3 1.3 4.2 2.2] and Lower bound (lb) is set to [0.6 0.1 

0.0 2.0 1.1 3.8 1.9] 

III. PREDISTORTER DESIGN 

     The predistorter is implemented using Hammerstein model 

as it represents the inverse form of the wiener model. The 

linear filter of Hammerstein model is made to be inverse of 

linear filter of identified wiener power amplifier model and 

inverse nonlinearity of estimated wiener is used to implement 

the Hammerstein nonlinearity. 

 

     Consider the transfer function of the Hammerstein 

Predistorter‟s linear filter  

Q z = z−τ  qiz
−iNh

i=0                        (17) 

     Where qi represents the linear filter coefficient and τ is the 

delay. If H(z) is the transfer function of linear filter of wiener 

model and is a minimum phase filter then τ=0. The filter 

coefficient of predistorter can be obtained by solving the 

linear equations derived from  

 

   Q z . H(z) = z−τ                             (18) 

     Let e denotes the amplitude of the input signal x(k). 

Consider the amplitude gain function of the predistorter‟s 

nonlinearity is P(e) and the corresponding phase predistortion 

function by Ω(e). From (5), the required correction equation 

for the amplitude predistortion function to meet is 

 

     A e. P e  = e ,    for e. P e ≤ esat              (19) 

     Expanding (19) by using (5) and solving it gives two 

solutions, and the smaller solution is taken as the required 

amplitude gain function, also when e >Amax it is impossible to 

obtain A(e.P(e))=e, so for this case P(e) is set to one. Thus, 

appropriate gain function is 

 

    P e =  
αa− αa

2−4βa e2

2βa e2  , e ≤ Amax

1,                          e > Amax

                   (20) 

Next the correction equation for the predistorter phase 

function is obtained from (6), which is given as 

Ω r + ϕ e. P(e) = 0                           (21) 

The expression for the predistorter phase distortion is 

Ω e = −ϕ e. P(e) = −
α∅(e.P(e))2

1+β∅(e.P(e))2              (22) 

 

IV. RESULTS AND DISCUSSIONS 

The Fig.2 exhibits the output signal y(k) of the memory 

power amplifier when normalized 64-QAM signal, x(k), is 

given to its input for input back-off value of  5 dB. Similarly 

the output plots can be obtained for different back-off values. 

It is evident from the figure that output signal is spread 

around the input signal as a result of memory effect and 

nonlinearity of power amplifier. It will lead to larger bit error 

rate and adjacent channel interference during transmission.  

 
Fig2.Output from PA with IBO 5dB. ‘x’ represents output 

y(k) and ‘o’ represents input 64-QAM sognal x(k). 

 

In this paper, identification process is done using both PSO 

and GA algorithms. The training data set taken contains 500 

samples of normalized 64 QAM data. The noise with standard 

deviation 0.0 and 0.01 was added at output and identification 

was done for IBO=5, 10,15db. The results obtained were 

averaged over 100 runs. In PSO, instead of rand in (14), a 

vector containing Nα number of random number uniformly 

distributed between [0, 1] is used. The parameter vector for 

the estimated wiener power amplifier model obtained for each 

case is given by h
T 

= [0.777822614 0.155516821 

0.076451606], t
T 

= [2.137008627 1.137645489 3.935456068 

1.996214262] for PSO and h
T
 = [0.765382127 0.153215367 

0.077231119], t
T
 = [2.176933106 1.205994222 4.010059489 

2.058612345] for GA.  

 
Fig3.(a) Input and Output using PSO(b) Input and output 

Using GA. 

 

     The linear filter of memory length of eight have selected 

for compensating memory effect of power amplifier model. 

Then solving expression (18) with help of estimated wiener 

model‟s linear filter coefficient, the resulting linear filter 

coefficients for each case is given as h
T
 = [ 1.285640173  -

0.257049189  -0.074970543  0.040254684  -0.000679669   -

0.003820711  0.000830712  0.000209443] for PSO and  h
T
 =[ 

1.306536911  -0.261544561  -0.079480117 0.042301686 -

0.000448051 -0.004178773 0.000881724 0.000245156] for 

GA . 
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     The constellation diagrams of output signal from the 

combined predistorter and wiener power amplifier model for 

each identification process is shown in Fig.3 for the IBO=5db 

(in fig.3, ‟x‟ represents output y(k) and „o‟ represents input 

64-QAM signal x(k)). The plots shown are only for back-off 

value of 5db only. Similar plots can be obtained for different 

back-off values such as 10 db and15 db also. From fig.3, it 

can be seen that designed predistorters almost completely 

cancel out the nonlinear distortions and memory effects 

caused by the wiener memory high power amplifier model. 

 
Fig4.(a) Without using predistorter; (b) Using predistorter 

(PSO); (c) Using predistorter (GA); (d) MSE vs IBO plot. 

 

     The relation between input power and output power 

obtained for the wiener power amplifier model without and 

with predistorter attached, with IBO=5db(similar plots can be 

obtained for 10db and 15 db also), when test data is applied to 

it is shown in Fig.4.(a), Fig.4.(b) and Fig.4.(c) It can be seen 

that due to nonlinearity Fig.4.(a) has curved form and because 

of memory effect its width has been became thicker. The 

figures with thin line are more effective in compensating 

memory effect than thicker line. From Fig.4.(b) and Fig.4.(c), 

it is clear that the designed predistorters perfectly 

compensated the nonlinearity. The proposed identification 

method using GA methods produced thin line than that using 

PSO. The performance of the designed predistorters were 

evaluated using following mean square error metric given 

below, 

MSE = 10 log10(
1

Ktotal
  x k − y(k) 2Ktotal

k=1 )   (23) 

     Where Ktotal represents the total number of the test data, 

x(k) was the input signal and y(k) was the output from the 

combined predistorter and memory high power amplifier 

system. For calculating the effectiveness of predistorter Ktotal 

=20000
 
samples of normalized 64 QAM data were allowed to 

pass through the combination of predistorter and wiener 

power amplifier. The mean square error metric (MSE) was 

computed for each predistorters by noting input and output 

data. The obtained MSE for the predistorters are shown in 

table.1 as a function of IBO. 

 

Table 1. MSE values for different IBO values. 

 
     Fig.4.(d) depicts the MSE versus IBO plot for predistorters 

designed using corresponding estimated parameter vectors, 

where Wiener Power Amplifier is Implemented using hT 

=[0.7692 0.1538 0.0769] and tT =[2.1587 1.15 4.0 2.1].From 

Fig.4.(d) and Table.1. it is clear that predistorters designed 

with GA based identification method have greater reduction 

in MSE value than predistorter designed using PSO algorithm 

at lower IBO values. Also, it should be noted that as IBO 

value increases efficiency of power amplifier is reduced. 

Hence predistorter designed using GA can be considered as 

the best one that provides good linearization. 

 

V. CONCLUSION 

     The predistorters designed using PSO and GA have 

effectively compensated various distortions caused by high 

power amplifier. The predistorter designed using GA 

dominates over the predistorter using PSO in terms of MSE 

for lower input back-off values. The MSE values can be 

extended by using some improved optimization algorithms 

which is expected to provide more good results and may lead 

to better linearization of the power amplifier. 
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